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Introduction

* Objective
— What are some
possibilities with
Machine Learning?

* Download the
presentation

— http://goo.gl/CoMcW9
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Ways of obtaining knowledge

Observation

Experience

Reason or Logic

Testimony

Revelation
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Man is essentially ignorant, and
becomes learned through acquiring

knowledge.
(Ibn Khaldun)
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Intelligent Computers

Computers are

— Powerful

— Great data storage and
manipulation devices

— Dumb!

The science of making
computers intelligent is
called

— Atrtificial Intelligence

— Replicating ways of
acquiring knowledge in the
computer

Examples?
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What is Machine Learning?

Oranges
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What is this?
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Paintings by two different painters

Escher

Dali
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Whose painting is this?
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And this?
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How many categories (clusters) are there?
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Find the odd one out!
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WHICH IS THE ODD ONE OUT?
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Predict the series

 1,1,2,3,5,8,13,...
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Question?

e Consider the vectors
—X,=[1214]
—X,=[2424]
—X,=[0004]
—X,=[3634]
—Xs=[4 84 4]

* To store each vector, how many dimensions
(or variables) do we need?
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Learning to write

Cursive A ..

Trace the cursive letters, then wrile your own.
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Questions

How were you able to recognize that the
object shown was indeed an apple?

How were you able to discriminate between
the paintings from two different painters?

How were you able to find out the different
types of apples in the picture?

How did you manage to find the next
number in the series?

How were you able to find which dimension
was redundant?

How were you able to find the odd one out?

Learning to drive / write?

Classification

Classification

Clustering

Regression

Dimensionality Reduction

Anomaly Detection

Reinforcement learning
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What is Machine Learning?

* Computers are
— Dumb

* Making a machine (computer) perform the
same tasks which you have just done is called

— Artificial Intelligence

* |f you learn to do these tasks using existing
data, then this is called

— Machine Learning
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How to use Data to Produce Knowledge?

Real world

Phenomenon Sensor

A 4

Feature extraction mechanism

v Decision

Machine Learning —

Existing Data
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Example

* Objective: Make good predictions not only on known
data but previously unseen one

— Generalization
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Classification Example

 Making a
prediction rule

— Nearest Neighbor reature-2

— Linear °
Discriminant ? o 00,
¢ co
— Support Vector ® ® ® o0
Machine 'Q N
* Margin

. Feature-=1
— Non-Linear )( \ \
Boundaries
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What is machine learning?

e Learning from observations, experience or Inductive
Reasoning

Al Machine
Learning

The Machine Learning
Centric View of Al
(not to scale)

Data Science
(aka Big Data!)

Related Areas . o
Statistics Machine Learning is the

Linear Algebra Construction of algorithms that
Calculus, Optimization Techniques can learn from data to “explain”
High Performance Computing the data and make predictions

Algorithms, Data structures and Programming
Information Retrieval, NLP, Computer Vision, Signal Analysis
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When to Apply Machine Learning?

l Overload 1]

Global information created and available storage

* Information Explosion in the !
Global Village FORECAST) ..
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 Machine Learning is particularly
suited for areas that can exploit
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Available storage ot
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Effe Ctive ness Of Data ” The Economist. 2010. “Data, Data Everywhere,” February
25, 2010. http://www.economist.com/node/15557443.
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Applications

STANFORD UNIVERSITY
Jre—— AUTONOMOUS HELIGOPTER

Overview

Camera System

Mabileye

The goal of this project is to push the state-of-the-art in helicopter flight: extreme aerobatics
under computer control.

Featured Videos httE:l l hEIi.Stanford.EdUI

Stanford Auto

Sick LMS-221
Laser Rangelinder
\_M{\Cm

Ibeo Alasca XP SRS Radar
Laser Rangelinder
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Handwriting Recognition / OCR
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It all started around six months ago while attending the "Rubeq"
Jazz Concert. Organizing such an eventis no picnic, and as
Dresident of the Alumni Association, a co-sponsor of the event,
Kate was overworked. But she enjoyed her job, and did what was
required of her with great zeal and enthusiasm.

However, the extra hours affected her health; halfway through the
show she passed out. We rushed her to the hospital, and several
questions, x-rays and blood tests later, were told it was just
exhaustion.

Kate's been in very bad health since. Could you kindly take alock

at the results and give us your opinion?

Thank youl
Jim
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Tim

the Future
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The Letter
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1978: First Postal Code Reader Worldwide

4, H, W 74 /# 5] SEATTLE, WA 98103
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1982: First Address Reader Worldwide

/234 $ 59 1 1234 ELM STREET

/ P SRS
4, A, 1% 78/¢3
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1984: First Multi Line Reader

/7
/A
/

. Wk 78/#3
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1996: First Sender’s Address Reader

PAUL DRURY
1123 3RD AVENUE

NEW YORK, NY 10019

/
>
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1998: First Full Text Reading
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2000: First Graphics Recognition

STAMP: 84 ¢
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2004: First Full Recognition

SOUARE & 5TIS

1123 3rd Avenue ‘
New York, NY 10018

LOGO:SQUARE & SONS

URGENT

Illl“lllll'll ulnlulll-lnlnlc u”nlln”ulu o' ||nlll
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2008: Recognition on Both Sides of Envelope

=
SOUARE & STIS

1123 3¢ Avenun .
New York, NY 10019

1Y YL 1 AP LT O e L e e
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OCR Accuracy

Read rate
100% Machine print
O Handwriting
80°% Arabic handwriting
Multi-lingual OCR

60%

40% -

20%

0% —

1970 1975 1980 1985 1990 1995 2000 2005 2010 Year

OCR Benchmarks
NIST'93 Test Award
ISRI'95 Award
ICDAR'07 Arabic Award

PIEAS Biomedical Informatics Research Lab
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Gmail: ML in NLP

More spam, but not in Gmail inboxes

N N S

Jun 04 Apr 05 Fab 0& Dec 06 Oct 07

B Spam prevalence: % of all incoming Gmail traffic {before filtering) that is spam
B Missed spam: 3% of total spam reported by Gmail users

As the amount of spam has increased, Gmail users have received
less of it in their nboxes, reporting a rate less than 1%.
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Facebook Friends Taggin

We've Suggested Tags for Your Photos

We've automatically grouped together similar pictures and suggested the names of friends who might
appear in them. This lets you quickly label your photos and notify friends who are in this album.

Tag Your Friends

This will quickly label your photos and notify the friends you tag. Learn more

Francis Luu

Skip Tagging Friends Save Tags
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Applications of PR

Art
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Recommender Systems

e Recommend movies
based on user
preferences, interests

and likes

e Similar ideas for
facebook...

— Find friends that share
your interests
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PIEAS Bio-Medical Informatics Lab

* Objective

— Development of Intelligent
Computational Solutions to
problems in Biology and Medicine

Learning Machine Learning for the Future PIEAS Biomedical Informatics Research Lab 38



BMI Lab Projects

* Predicting Liver Disorders

— Given: Liver ultrasound Images

— Output: Diagnose surface & textural irregularities

AT
«

e LR FC :
.’;',,,,,‘o LK | D S
A 'Y
.

St e el : 1% % ] | i) : i .
<100 0 100 200-100 50 O SO -20 -0 0 10 =20 -10 o 10 5 0 S 10
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BMI Lab Projects

* Detecting cells

. Vi A 4 / ' ’,Z e k_
— Input: Histopathology * .  / ~ =~
: ’*'- v, ’ Ve : ,—V : :’ A7, ’ 4

Images

— Output: Identifying
location and types of
cells
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BMI

* Predicting ECG
Abnormalities

— Input: ECG
Recording

Lab Projects

Selacied Hoats of Typa: LERH
3 T T ¥

gt GASE ritn)
A N i

Armpu e (ADC weiine}

Record 200 Record 212
3 3 T
*  Normal . *  Nermal
*  Abnormal o .. Abnormal
2 " ] w
. K P 'l...!
1 Byt ety = L a1 e
§ g_:..;_* .': . -g. o .v x5 - .
g | T,
2 -
- .
2 22 =
- 4
2 2 4 [ 8 10 12 2 0 2 4 8 8 10 12
PCA Component - 1 PCA Component - 1
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BMI Lab Projects

* Predicting Protein Binding Sites

— Input: Protein Sequences or 3D structures

— Output: Identifying interfaces

lQx xxR
Il xxxxRxxx xR
Axx |l xxxxRB
AxxxQxxxR
Au:x%xu:ﬂ
Axx |l Q o

I High predicted binding propensity PDB: 1YRT

Low predicted binding propensity B Calmodulin

Learning Machine Learning for the Future PIEAS Biomedical Informatics Research Lab

42



BMI Lab Projects

* |dentifying Molecular Causes of Disease
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BMI Lab Projects

* Predicting Prion Proteins
— Input: Protein Sequences
— Output: Whether this protein can form prions
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BMI Lab Projects

* Predicting Chemical Compounds in Mass-
Spectrometry Data

— RAMClust

313.2739
C9
239.2371
s e 1
!
95.08
239.24
) NIST: 1-Hexadecanoyl-sn-glycerol 313.27 | 7
313.2739
C9
239.2371
95.0858 515.397
SN N T VPR R — ——4 - 4 MBS '4_
95.0866
353.2674
1-Hexadecanoyl-sn-glycerol
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* Development of open-

BMI Lab Projects

10

104k

T T
Bl mi-SVM (RBF) BEEN |LLC-SSGO-MIL-SVM

B MI-SVM (RBF) EEE Ranking LLC-SSGO-MIL-SVM

source machine

learning tools and 7 R B
packages Sl
— PyLemmings: Python

Based Large Margin

Multiple Instance
Learning System

— CAFE-Map: Context
Aware Feature Mapping
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BMI Lab Projects: Biometrics

{acia] thetmogram

haund geometry hand vein

retinal scan signatury volor print
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Modern Issues in Machine Learning

* Extracting Features

— Feature Engineering Takes a
Long Time and Effort

— Deep Learning

— Graphical Processing Units

REPRESENTATION

C1: M2: c3: L4: L5: L6: F7: F8:
Calista_Flockhart_0002.jpg Frontalization: 32x11x11x3 32x3x3x32 16x9x9x32 16x9x9x16 16x7x7x16  16x5x5x16 4096d 4030d
Detection & Localization @152X152x3 @142x142 @71x71 @63x63 @55x55 @25x25 @21X21

Figure 2. Outline of the DeepFace architecture. A front-end of a single convolution-pooling-convolution filtering on the rectified input, followed by three
locally-connected layers and two fully-connected layers. Colors illustrate outputs for each layer. The net includes more than 120 million parameters, where
more than 95% come from the local and fully connected layers.
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Modern Issues in Machine Learning

e Labeling Data

— Getting labeled data is hard

* Easier to obtain a large amount of unlabeled or partially
labeled data

* Develop machine learning models that can
learn from unlabeled or ambiguously labeled
data

— Multiple Instance Learning
— Active Learning

— Semi-Supervised Learning
— Self-Taught Learning
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Modern Issues in Machine Learning

Scalability and “Big Data”

— Cluster and Cloud Computing
— Machine Learning as a service

GPUs

Cancer genomics, energy debugging, smart buildings In-house apps
a0 || Sample clean H G-OLA MLBase
x E (2| s Access and
@ S BlinkDB E % Léil MLPiplines = interfaces
@ £ ZHIRCRIKY - 2
v SparkSQL | | MLIib Processing
Spark Core engine
Succinct
Tachyon HDFS, S3, Ceph, ... Storage
M H Resource
B adoop Yarn virtualization

(] AMPLab developed

[ Spark Community (] 3rd party
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Modern Issues in Machine Learning

e Tall Data

— Large number of dimensions

* Many dimensions are unrelated
— Small number of examples

* Curse of Dimensionality

* Application areas

— Bioinformatics
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Example
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Modern Issues in Machine Learning

e Structured Outputs

— Required output is
not a simple decision

— Rather a complex A U
data object
e f:X oY

e Unstructured data

— For example
webpages or
documents

Learning Machine Learning for the Future PIEAS Biomedical Informatics Research Lab
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Modern Application Areas: Bioinformatics

* The cost of DNA sequencing has come down
e Large amounts of data
* Few people to fill the gap

Impactful Applications

The Sequencing Explosion

Log Scale

Cost of computing — 100,000

$3 billion (Moore’s Law)

— 10,000
L 1,000
Cost of Sequencing | 100

— 10

—1.0

$1,000,

Human Genomes Sequenced

I I [ I [ [ I [ [ I [ [
2000 2002 2004 2006 2008 2010
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How do | get started?

* Learn to program
— Python
— PIEAS Offering courses on Python Programming

* Take online courses or attend University ones

— Coursera

* University Courses
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How to Join the Lab?

Passion for Biological and Medical Informatics

Good Programming Skills
Good Mathematics

Need to know
— Cross-Disciplinary Area
— Application Oriented

Learning Machine Learning for the Future

PIEAS Biomedical Informatics Research Lab

57



References

 Publications
— http://faculty.pieas.edu.pk/fayyaz/pubs.html

— http://faculty.pieas.edu.pk/fayyaz/bmi.html

* Interesting Machine Learning Papers

— Jordan, M. |., and T. M. Mitchell. 2015. “Machine Learning:
Trends, Perspectives, and Prospects.” Science 349 (6245): 255—
60. doi:10.1126/science.aaa8415.

— Domingos, Pedro. 2012. “A Few Useful Things to Know About
Machine Learning.” Commun. ACM 55 (10): 78-87.
doi:10.1145/2347736.2347755.

— Wagstaff, Kiri. 2012. “Machine Learning That Matters.”

arXiv:1206.4656 [cs, Stat], June. http://arxiv.org/abs/1206.4656.

Learning Machine Learning for the Future PIEAS Biomedical Informatics Research Lab

58


http://faculty.pieas.edu.pk/fayyaz/pubs.html
http://faculty.pieas.edu.pk/fayyaz/pubs.html
http://faculty.pieas.edu.pk/fayyaz/bmi.html
http://faculty.pieas.edu.pk/fayyaz/bmi.html

We want to make a machine that will be
proud of us.

- Danny Hillis
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