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Abstract

The objective of this project is to develaptext independent Automatic
Speaker Recognition System titled as TAURUS.
Initially, the database was collected and a teglenmentioned in a research paper
titled “Robust speech features based on wavehnsform with application to
speaker verification” [6] was implemented. Accoglito the algorithm mentioned in
[6], DWT (Discrete wavelet Transform) basedature Extraction technique, LPC
(Linear Predictive Coding), had been studied anplemented. These LPCCs were
based on the coefficients given by the DWOiscrete Wavelet Transform) of
the signal. K-means clustering was used as a wvegtantizer to standardize the
dimensions of the features for variable langipeech data. Classification was
carried out using nearest neighbor classificatignréhm. Moreover the results were
taken on Non Telephonic Database. Recognition acguior DB1 (Database-1) was
90.38% whereas on DB2, it was 92%. Effect of oiuly sample length to half was
observed, accuracy was reduced to 85.01% and 8or/7BB1 and DB2 respectively.
Further, recognition rate was observed separatelgnale and female speakers. On
males, accuracy obtained was 88% whereaseroalés it was 99.5%. Lastly,
few approximations on recognition time were alslwwated and approximated time
for each sample was 0.3s.
The above technique has been applied tgphetec data (both in training and
testing) and results have been collected higave the accuracy of 86.84% on
DB1 (Database-1) and 92.11% on DB2 (DatabaseMap, the decomposition
levels for non telephonic database have beeneased from one to three in
order to analyze the effect of decompositionelewon recognition rate. Best results
are obtained on level 1 and level 3 of DB1 and D8%pectively. Next, | have used
Non Telephonic speech for training and Telephomc testing, i.e. mismatched
conditions recognition rate has been reduced b9®B-and error analysis phase in
this regard is being carried out.
After that the algorithm for voice activity detemti was revised and errors that
resulted due to voice activity detection previoushgre resolved. Errors that occurred
in mismatched conditions were further analyzed @mel of the channel normalization

techniques, Cepstral Mean Subtraction was impleegeriResults showed that the
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error was probably not much due to channel noidethmi variance of microphone
used in different handsets.

Secondly, effect of number of LPCs was observetlon Telephonic and Telephonic
databases. For Non Telephonic as well as Teleplspeiech data, appropriate number
of LPCs came out to 12.

Thirdly, another feature extraction method, Meldtrency Cepstral Coefficients was
used rather LPCs. MFCCs have exhibited better pmdoce than LPCs. For this
purpose, first task was to find appropriate nunmdievilFCCs which unlike LPCs was
different in case of Telephonic and Non Teleph@peech. In Non Telephonic, 24-
MFCCs work best whereas in case of Telephonic ratheire are variations regarding
handset type. For Handset 1, the appropriate nummi3& whereas for Handset 2, it is
34. Generally, for Telephonic, 36-MFCCs have bee®duhere. On selected
parameters, MFCCs

Results were observed by using simple MFCCs and G&-®@ith wavelet transform
and were compared with those of LPCs. Simple MF@8d DWT followed by
MFCC showed somewhat similar results on DB1. On Dih Telephonic, accuracy
was 97.11%, 92.11% on Handset 1 and 94.74% on lda2dehich is much better
than that of DWT-LPC which is 89.47% on Non Telepiop86.82% and 92.11% on
Handset 1 and Handset 2 respectively. In contoaBB1, significance of using DWT
along MFCC can be clearly observed on DB2. On DB2-elephonic, 99.23% was
regarding simple MFCCs, 99.92% using DWT-MFCCs &1d92% using DWT-
LPCs. On Handset 1, it was 83.8% (MFCC) , 91.54%/{BMFCC), and 73.86%
(DWT-LPC) whereas 91.54% (MFCC) , 93.85% (DWT-MFCG@Y 76.15% ( DWT-
LPC) on Handset 2.

Moreover, effect of decomposition levels was bebgerved on MFCC. Unlike LPC,
MFCCs showed better results on level 1. The acgunas reduced as the number of
levels was increased from 1 to 5.

Effect of Wavelet type has also been observed hygudifferent types of wavelets
like Daubechies, Haar, Symlets, Discrete Meyer.yTheerall do not cause much
difference in accuracy. On DB1, Daubechies-3 anthl8t performance is better
than all, whereas on DB2, Discrete Meyer has reduit better accuracy.

Finally, Results were being computed on mismatcleedditions. There is a
considerable improvement by using this new techeighich uses MFCCs. When the

system was trained on Non Telephonic Speech atebtes Handset 1 and Handset 2
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(DB1) there was approximately 20% increase in amuin case of Handset 1 and
30% increase in Handset 2. Similarly, when systems wained on one handset and
tested on other, accuracy was 50.37% on DB1 whicBOPo greater than the one
resulted using previous technique.

Recognition rate achieved is quite good when pdjauniasize was increased i.e.
96.25% for non telephonic and 86.77% for telephospeech for 64 speakers.
Moreover for the proposed technique, best paransefection was analyzed and for
PIEAS Speech Database, 38 MFCCs based on wavepet 8ymlets 7 and
decomposition level 1 have proven best. The pedoca of proposed method is
comparable to approaches for feature extractiomedas wavelet transform, LPCs

and LPCCs as well as to speaker modeling techsitjke VQ.



Chapter 1

Introduction

Human race has come a long way since its inceptiosmall primitive societies
where every person knew the other but in todaytgoggphically mobile world where
the societies are connected and grow electronjcdllg problem of person’s
identification remains a challenge.

In current era of Information Technology, the perfsopresence is not
essential for transaction means, or in other fi@dere the person itself is needed to
do provide a password, personal identification neral{PINs) etc. Moreover, these
conventional means of identification can be stolensed and replicated which is a
threat to crucial environments where a chance asopés identity cannot be taken.
To solve this problem, biometrics is seen as onghef best aspirants. From the
increasing importance of biometrics, it is believibt Biometrics will become a
significant component of information technology &ese of the increasing strength of

biometrics and the continuous fall in prices ofrbairic sensors.

1.1 Biometrics

Biometrics deals with the person’s identification the basis of behavioral and

biological characteristics. The field of Biometricensists of automated methods
which use features to be measured; face, fingagprimand geometry, handwriting,

iris, retinal, vein, and voice. The reason for thesethods to become a foundation for
identification is that they are highly secure bessaperson’s physical or behavioral
traits cannot be stolen. Biometric-based solutians able to provide confidential

financial transactions and personal data privatwsT in electronic media of today,

this method is reliable and safe to be used. Gieason of Biometric Traits

Biometric characteristics can be divided in two melasses i.e. Physical biometrics
and behavioral biometrics. The former is relatedn&tural shape of a body like

fingerprints and the latter is related behavioa gferson, for example signature.



1.1.1 Parameters of Biometric System

For any of the human physiological or behavioralarelsteristics, following
parameters must be fulfilled.
a. Universality
All persons should possess a particular charatiteris
b. Uniqueness
A person has its own unique trait i.e. no two pesstan have similar
characteristics.
c. Permanence
The observed characteristics should be invariatitred.
d. Collectability
Collectability means that the characteristics camigasured quantitatively.

e. Performance
Performance of biometric systems is achievabletifiestion accuracy,
robustness and the consumption of resources.

f. Acceptability
Acceptability is the extent to which people arelimg to accept the biometric

system.

g. Circumvention
Circumvention is a measure of how easily a systembe fooled with frauds and

forgeries.

1.1.2 Different Biometric Technologies

a. Face

Face recognition analyzes facial characteristichis Ttechnique has attracted
considerable interest because it is the most Hahicemetric for distinctiveness
verification. Certain factors like aging, mood, reakp, pose, and lightning condition

are the great source of error in this case.

b. Infrared Facial and Hand Vein Thermograms
Heat from any human body can be sensed by an edfisgnsor which acquires an

image indicating the heat emanating from diffegants of the body as shown in



Figure 1.1. These images are called thermograhesabsolute importance of this

method lies in for the diagnosis of drug usagethistmethod is expensive.

Figure 1.1 Identification based on facial thermograms [37]

c. Fingerprint

Fingerprints are graphical ridges present on hufimgers and they are believed to be
unigue to every person. This is one of the matiwebtric technologies especially in
forensic divisions. Typically, a fingerprint imagecaptured in one of two ways: (i)

scanning an inked impression of a finger (by using a live-scan fingerprint

scanner as shown in Figure 1.2.

Figure 1.2 (a) Inked-fingerprint (b) Live scan fingerprint [37]
d. Iris
Just like fingerprints, Iris formation is An irimage is typically captured using a non-
contact imaging process. An example of such anéwag be seen in Figure 1.3.

The identification error rate using iris technolagybelieved to be extremely small.



Figure 1.3 Identification based on Iris (visual texture ofiris) [37]

e. Hand and Finger Geometry

Hand geometry has become a very popular accessocdnometrics which has
captured almost half of the physical access comieoket [37].

One of the great advantages of this technologyhast the representational
requirements of the hand are very small (9 Dydsch is an attractive feature
for bandwidth and memory limited systems.he Hisadvantage of such systems is
that the hand geometry is not unique and cannopdréormed well when the

identification is performed from a large database.

f. Voice

Voice is a physical as well as behavioral trait Buhot expected to be a unique
characteristic of an individual because it tendghange according to environment,
stress, age, communication channel, and microphtisng this biometric is
challenging because speech can be mimicked, plioduof same speech can alter
time to time.

Other Biometric Technologies

There is ongoing research on other biometric teldgmes including signature, retinal
patterns, DNA typing, hand vein , keystroke dynanear shape, gait, lip shape and

ear shape for authentication of person.

1.2 Architecture of Biometric Systems

A biometric system is a pattern matching systemiclwvimakes an identification or
verification decision by analyzing one or more baint characteristic of a person. It
is a combination of hardware which senses a pdatiduait that is interconnected

with software modules.



The different logical modules in biometric systera acquisition, enrollment and test
module.

a. Acquisition Module

This module is to capture all the important infotima regarding a particular
biometric feature; hence it is the interface betwte outside world and the system.
Examples include fingerprint scanners, signatubdeta, cameras, microphones etc.

the basic block diagram of a biometric system aasden in Figure 1.4.
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Figure 1.4: The basic block diagram of biometric systa

b. Enrollment Module

During the enrollment, a system is to store biomathformation of an individual.
This block performs all the tasks starting fromtoaipg a feature from an individual,
performing all the preprocessing needed, choodieg efficient method to extract
features and model the subject and in the endrio otemplate. A template contains
all the extracted features necessary for authditicavithout any loss of information.
After that this template is being stored in systedeatabase for further use.

c. Testing Module

During testing, biometric information are providasl a test sample of any individual
which also requires preprocessing. Feature extradt that test sample is carried out
and matched with templates stored in a databastarmie is estimated between them
using any matching or classification techniquegy.(eMinimum Distortion). A
verification system authenticates the identity rolaif a person by performing a 1-1
comparison of the captured biometric feature wile subject’'s own pre-stored
biometric template. An identification system contduone-to-many comparison in

order to search for the given biometric charadieria the template database.



1.3 Speaker Recognition System and its Types

Automatic speaker recognition is the most econoimimametric used to solve
problems regarding unauthorized use of computedsrauiti level access control. The
motivation for using this biometric lies in its ¢affectiveness as voice can easily be
captured through an existing large telephone nétwod microphones, the only cost
is for the software itself.

There are few different types of speaker recogmigstems used for authentication

purpose.

1.3.1 Single Pass Phrase System

This is a phrase dependant authentication systewhioh the speaker is required to
utter the same phrase as it was uttered duringetinellment in other words, text
dependant speaker recognition system. This typgutifentication has an advantage
that it can still perform well provided with a létspeech data and the intruder needs a

correct pass phrase along with the speaker’s woioeder to sneak in.

1.3.2 Text Prompt System

This kind of system allows the speaker to uttertéhe provided by the system. This
text can be the one for which that particular speak enrolled or different from that
text. The advantage of such systems is that it eyedq@lay-attacks as in case of single
pass phrase systems, more difficult because speakerto utter a different text each
time. One of the major disadvantages of such aesys$ that it requires a longer

utterance for recognition.

1.3.3 Speaker authentication along with dialog syst em

In this third type of speaker verification systespeaker verification is integrated
within a speech recognition system. For exampl@, bank if the speaker is asked to
utter his account number and password, first theedp recognition system
authenticates the password being spoken and tleesptraker is verified by the voice
recognition system by matching the voice samplienaplate stored in a system. This

is rather a strong than above two.



1.4 Project Objectives

The main objectives of the project are given below:

Literature Survey to get an overview of some of tdehniques which are widely
used Automatic Speaker Recognition (ASR), Moreoteistudy techniques that
are efficient to recognize a speaker in clean ali as noisy environments,
especially when a telephonic channel is used.

The first phase is enroliment of subjects. For fhugpose, the data are collected
which includes clean as well as telephonic speaatptes. Next step is to extract
features using an effective feature extraction nepe and form a template
database.

After the feature extraction module, the suitalidessification technique according
to literature must be used.

In the implementation phase MFCC and LPC have besed as features
extraction techniques and VQ as feature modelinghote Moreover, for
classification minimum distortion measure has bessd.

After all the above, some other experiments basedselection of different
parameters (like the appropriate number of feajweselet type, decomposition

levels), increasing population size, gender, ame thave been carried out.

1.5 Thesis Organization

The thesis is organized as follows: Chapter-2 givessght to speech perception,

production and speech acoustics. Chapter-3 desctibe various processes and

terminologies that are involved in a speaker idatiion and verification system

along with the applications of speaker recognitiddhapter-4 details about

implemented techniques, their introduction and dpson. In Chapter-5, the

implementation results are given with Telephonid Alon Telephonic data. Chapter 6

gives conclusion and future recommendations inRnggect.



Chapter 2
Speech Production, Acoustics and

Perception

Speech is classified into three perspectivesarigculatory, acoustic and perceptual
perspective. In articulatory approach, the desonpof production of speech based
on anatomy and physiology of speech organs is giveroustic perspective gives the
acoustic properties of signal itself. In percepagproach, anatomy and physiology of

hearing mechanism of humans is examined.

2.1 Articulatory Approach

Speech production consists of numerous parts winiclude message formulation,
coding of a message into a language code, mappintheo language code to
neuromuscular commands and the realization of theseomuscular commands.
Voice production organs are shown in Figure 2.1rniNdly, the physiological part of
voice production system is time-varying and cossist

Sub glottal Component it is related to lungs and associated respiratogans.
Larynx: contains vocal folds

Supralaryngeal vocal tract: consists of pharyngeal, oral and nasal cavities.

2.1.1 The Subglottal Respiratory System

Subglottal process empowers and air stream whilgs i@ speech production. During
the respiration process, when the air is inhaleéd the lungs, they expand in their
volume and the energy is stored in these elaspamsions. When the air is exhaled,
this energy is spontaneously released and theaesmtflows through windpipe or

trachea to the larynx.

2.1.2 The Larynx

The larynx is responsible for féerent phonation mechanisms [7], which produces

acoustic energy which acts as a input to vocalt.tdaarynx has also an important



function of blocking trachea and opening esophabusg swallowing. Along with

larynx, vocal folds and glottis have also an imanttrole in speech production.
Glottis is a small, triangular region between vofmtls. When the air from lungs
passes through glottis and to vocal tract, the véolas determine the type of
phonation which are voicelessness, whisper andn®|[@].

The dtference between whisper and voiceless phonatioatesrdined by the degree
of the glottal opening. In whisper, the glottal ares smaller which results in a
turbulent airstream, generating the characterittissing” sound of whispering
whereas in voiceless phonation, the area of thitiglwill be larger and the airstream
is only slightly turbulent when it enters the vodedct. An example of voiceless
phonation is the initial [h] in the Finnish wordattu’ (a hat) [7]. Voicing on the other
hand is a phenomenon of opening and closing of lvtmds periodically. This

mechanism is more complex than voiclessness anspehi

2.1.3 Vocal Tract

The vocal tract is the most important in the spegaduction process. Vocal tract
refers to voice organs above the larynx. The thmae cavities of the vocal tract are
the pharyngeal, oral and nasal cavities which aspansible for producing vowels

and nasal sounds. For example, nasal sounds aoadsgproduced by ‘m’ and ‘n’.

Hard palate

Soft palate

{velum) )
%//;@. Lip

£

N\

Pharyngeal k
Tongue

p——

Esophagus Oral (or buccal) cavity

Teeth

Jaw

-~ Trachea

Lung

Diaphragm

Figure 2.1 Human voice production system [7].
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Other parts that contribute in shaping a sound veageagiven below [36]:

Velum (Soft Palate): operates as a valve, opening to allow passagér ¢arsd
thus resonance) through the nasal cavity. Soundduped with the flap open
include m and n.

Hard palate: a long relatively hard surface at the roof inside mouth, which,
when the tongue is placed against it, enables camgarticulation.

Tongue: flexible articulator, shaped away from the pafatevowels, placed close
to or on the palate or other hard surfaces for @oast articulation.

Teeth: another place of articulation used to brace thegue for certain
consonants.

Lips: can be rounded or spread to affect vowel quadity] closed completely to

stop the oral air flow in certain consonants (partd m).

2.2 Acoustic Approach

Acoustic approach aims to find the correlation bfgiology and behavioral aspects
of speech production organs. This analysis is eiteéng done in frequency domain

or time domain.

2.2.1 Spectrographic Analysis of Speech

Speech can graphically be represented in two iraportvays, i.e. as a speech
waveform and as a spectrogram. A waveform reprssaimt pressure variations

whereas spectrogram shows magnitude of differeguiencies present in a speech
signal at different intervals of time. The Specteog as shown in Figure 2.2 depicts
the dense areas as areas of high magnitudes okfieyg at a certain time.

There are two types of spectrograms: wideband awtwband spectrograms. In

wideband spectrograms, the bandwidth of the arsafigr is around 300 Hz and thus
the time spacing is approximately 1/300 s = 3.33 Ror narrowband analysis, the
bandwidth is around 50 Hz and thus the time spa@nground 1/50 s = 20 ms

Wideband spectrograms are suitable for tracking eloformants whereas the

narrowband spectrograms can be used in Fundaniezgakncy (FO) estimation [7].
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Figure 2.2 Spectrogram of a speech signal

2.2.2 The Source-Filter Model

Speech production can be modeled by source-filtedeh[7]. According to this

model, voice production is a combination of voiceiree and acoustic filter that is
why it is named ass source-filter model. The “selrcefers to the airstream
generated by the larynx and the “filter” refersti@ vocal tract [7]. They both are
inherently time-varying and assumed to be indepeinaieeach other.

2.2.3 Segmentals and Suprasegmentals

The terms are related to the span of the acoustitysis. Segmental measurements
are done for a short segment of speech, e.g. ®ingle phoneme. The order of
segmental measurements is in milliseconds.

Suprasegmental parameters are also known as ptopadgameters and they are
spread over several segments. They are resporfsibleontrolling the intonation,

stress, and rhythmic organization of the speech [7]

2.3 Perceptual Approach

Perceptual approach is related to how human listemechanism responds to speech

sounds. The sound perception mechanism is refdoeas psychoacoustics. This
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discipline gives insight to techniques that can dwopted to reduce amount of
irrelevant data. Some of the physical attributes$their counterparts are described in
Table 2.1.

Table 2.1 Physical attributes and their perceptual countegrarts

Physical Attribute Perceptual Attribute
Intensity Loudness
Fundamental Frequency Pitch

Spectral Shape Timbre
Onset/Offset Time Timing

Phase difference in binaural hearing| Location

Intensity of the sound is not proportional to Loads. The relationship between them
is defined by Decibel.

The relative amplitudes of different frequenciesedmine the overall spectral shape
[7]. Timbre is perceptual attribute of spectral@hand is known to be an important
feature in speaker recognition. For example, traelyiused mel-cepstrum feature set
measures the perceptual spectral shape. The quédsti importance of perceptual

perception lies in the fact that human ear is th@nwal recognizer, which keeps the

useful information and discards the unwanted higher frequencies.

2.4 Speaker Individuality

Speaker individuality is a complex phenomenon whizhids up from both the
anatomy of the speaker’'s vocal organs, as welkameéd traits. There has been a
debate that which among the anatomy and traits ase nuependent on speaker.
According to Nolan [7], vocal organs are not fixédt they can be changed
intentionally which defines a speech signal to bdifeerent biometric because it

varies with time unlike fingerprint.

2.4.1 The voice source

The larynx is unique for every speaker and the Mumtds of children and females are
smaller which results in higher pitch than maldse Thape of the glottal pulse affects

the overall downward slope of the spectrum but ghattal flow is difficult to
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compute. Overall, it appeared that although thetajldeatures were observed to
contain useful speaker-related information, buy thee difficult to compute specially

in noisy environments.

2.4.2 The vocal Tract

The length of the vocal tract differs in a way that is assumed that the articulatory
configurations of two speakers are the same anahedifference is the length of

the vocal tract (measured from glottis to lipskrthe acoustic theory predicts that
the formant frequencies are inversely scaled byrdlie of the speakers’ vocal tract
lengths [7]. Oral and pharyngeal parts of the vacadt are varying from speaker to
speaker. Studies show that both the length andskiape of the vocal tract are

individual.

2.5 Types of Speech Recognition

Speech recognition systems can be classified imtoenous types based on a fact that
in what particular aspect they are efficient toogrtze. This is due to the reason that
most of the recognition system cannot judge the stad end of an utterance. Most
packages can fit into more than one class, depgnaiinwhich mode they're using.
Some classes of ASR are described below:

a. Isolated Words

Isolated word recognizers generally entail eacleratice to have silent pause on
BOTH sides of the sample window. They require @lsinutterance at a time. Often,
these systems have "Listen/Not-Listen" states, /tieey require the speaker to wait
between utterances. Isolated Utterance can beer beime for this class.

b. Connected Words

Connect word systems consent to separate utterances 'run-together' with a
minimal pause between them.

c. Continuous Speech

Continuous recognition is the next step. Recogsizeith continuous speech
capabilities are some of the most difficult to ¢echecause they must utilize special
methods to determine utterance boundaries. Conisispeech recognizers let users
to speak more or less naturally, while the compdémides the content. Basically, it's

computer dictation.
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d. Spontaneous Speech
Definition of spontaneous speech varies, at a basel; it is taken as a speech that is
natural sounding and not rehearsed. Thus spontargmech recognizer must have

abilities to cope with the intricacies of naturpésch feature

2.6 Auditory Perception: Hearing Speech

The ability of human auditory processing systenowercome challenges like speech
variability and effect of noise suggests that aargibased recognition are to superior
to systems based on acoustics and signal progged$iiman auditory processing is
somehow tuned to speech. The human ear, for exarapleletect frequencies from
20 Hz to 20,000 Hz, but it is most sensitive to filegjuency range critical for speech:
1000 Hz to 6000 Hz [38].
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r'fl ( 7 " canals
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Figure 2.3 Peripheral Auditory System of Humans

The major divisions of auditory system include thuwter ear, middle ear and the inner
ear as shown in Figure. Sound enters through ptonauter ear which actually
localizes the sound. Sound then travels througlt@ydanal resulting in vibration of
eardrum. Eardrum connects the outer ear to midalevlich acts as a transformer to
efficiently transport the vibrations to the innareThe important part of the inner ear

is cochlea, a coiled tube filled with fluid. Villiens of the eardrum result in
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movement of oval window and this window producempression sound wave in
cochlear fluid. This compression wave causes \@ntibration of basilar membrane.
When the ear is excited by an input stimulus,edéht regions of basilar
membrane respond maximally to different frequenclasother words, frequency
tuning occurs in basilar membrane. This responskiésto a bank of cochlear filters
along basilar membrane. Measurements show a lbgadtincrease in bandwidth of
these filters. Also, a simple model of the inner fant-end auditory processing is
that of a wavelet transform along the verticalliltating basilar membrane. This
wavelet representation of the cochlear fluid wasooluced by Yang, Wang, and
Shamma [39].
The cochlear filter bank provides a range of anslywindow durations and
bandwidths with which to analyze the signal atetiént frequencies. Also, rapidly
varying signal components (for e.g. Plosives) asdtelb analyzed with shorter

windows than those of low frequency harmonics.



16

Chapter 3

Principles of Speaker Recognition

This chapter includes few of the most importantasgts that should be taken
in account regarding speaker recognition task lee&iepping towards the actual

implementation phase.

3.1 Speaker identification vs. Verification

Recognition is based on either identification orifieation. It is a process of
determining which speaker, if any, in a group obWn speakers, closely matches an
unknown speaker. The identification may be clossd where it is assumed that the
unknown is in the set of known speakers; or opénveeere the unknown speaker
may or may not be in the set of known speakers.

Speaker verification on the other hand, is the @secof accepting or rejecting the

identity claim of a speaker.

3.2 Text- Independent vs. Text-Dependant

The project will include speaker verification phasénich will pursue text
independent methods.
Text dependant in which, the unknown speakers spesak the same prescribed text
that was used for training and text independenthodst in which, speaker models
capture characteristics of somebody’s speech wdhichw up irrespective of what one
is saying. It allows the user to read any text myrboth training and testing. In
general, text dependant methods are more accusateeaecognizer is precise about
the text.

3.3 Open set and Closed set verification

Speaker identification can either be open set osex set. If the target

speaker is assumed to be one of the registeredtesgedhis is a closed set problem
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whereas if target speaker is not among the onestexgd; this states to open set
problem.

Verification task is the special case of open-dentification with only one speaker in
database. Open-set identification is more chaltfepghan closed-set. In closed-set
system has to make a compulsion for selectingrnasthed speaker regardless of the
fact how poor the speaker matches whereas in ogteprsblem, system must have
predefined threshold so that the similarity meas@tveen the unknown speaker and

best matched speaker must lie within this threskalde.

3.4 Normalization and Adaption Techniques

Normalization in speaker recognition is adopteddamove intra speaker variability
introduced due to channel or multiple recordingsees. These variations can be
raised from speaker himself or from noise as wkll.have a speaker recognition
system adapt these variations, normalization methafdtwo types are used, i.e.

parameter domain and likelihood/similarity domain.

3.4.1 Parameter Domain Normalization

This is also known as blind equalization methodahtis effective in reducing linear
channel effects and long term spectral variatidiss method is more effective for
text-dependant speaker recognition applicationhvhise long utterances. For this
purpose, Cepstral Mean Subtraction (CMS) is usedclwis fairly an effective

method but this method removes some text-deperatahspeaker specific features;

also it is ineffective for only short term utterasc

3.4.2 Likelihood Normalization

The likelihood ratio is the ratio of conditionalogtability of the claimed identity is
correct to the probability of claimed identity bgian imposter. A positive likelihood
shows a valid claim and negative likelihood showsstence of an imposter. This
method is unrealistic due to its large computafiooast in calculating all the
probabilities. Thus for this purpose, a small detpeakers which are representatives
of population distribution near the claimed speaster chosen for calculating the

normalization term.
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3.5 Types of Distortions in Speaker Recognition

Errors in Speaker Recognition come from differenirses. Some are caused by
speaker itself and some are due to technical donditin general, Distortion can be
mentioned along two independent dimensions:

» Deliberate versus non deliberate

» Electronic versus non electronic

3.5.1 Deliberate-electronic:

It is the use of electronic scrambling deviceslterahe voice. This is often done by

radio stations to conceal the identity of a petseimg interviewed.

3.5.2 Non deliberate-electronic:

This includes, for example, all of the distorticersd alterations introduced by voice
channel properties such as the bandwidth limitati@mi telephones, telephone
systems, and recording devices.

Poor-quality microphones introduce nonlinear distorto the true speech spectrum
[7]. Quatieri [20] demonstrate, by comparing pafsame speech segment recorded
with good- and poor-quality microphones, that pqoality microphones introduce
several spectral artifacts.

If the speech is transmitted through a telephonear, it is compressed using lossy
techniques which might have added noise into theasi Speech coding can degrade
speaker recognition performance significantly [20].

Above mentioned parameters such as Environmentaistéics mismatch, mismatch in
type and amount of background noise, microphone typsmatch and recording
quality mismatch; all correspond tdfsmatched conditioris This is recognized as

the most serious error source in speaker recogrifip

3.5.3 Deliberate-non electronic:

It includes use of falsetto, teeth clenching, etc.
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3.5.4 Non deliberate-non electronic:

Alterations that result from some involuntary statethe individual such as illness,
use of alcohol or drugs (the effects are involujtasr emotional feelings [1]. Types

of Distortions are shown in Table 3.1

Table 3.1 Types of Distortions

Electronic Electronic scrambling Channel distortions, etc.
etc

Non- Speaking in a falsetto, Hoarseness, intoxication,

Electronic etc etc

But speaker verification over telephone network spris the following
challenges:

» Variations in handset microphones which result ®vese mismatches
between speech data gathered from these microphones

= Signal distortions due to the telephone channel.

» Inadequate control over speaker/speaking conditiffdigeaker Verification
over Long Distance telephone]

This project focuses on signal cell in above tablen Deliberate - Electronic, i.e.

distortion in telephone channel only. Other distorievels will not be treated.

3.6 Channel Noise

Telephonic mode of access is used in various dnedsnclude banking, voice
activated access in control of data entry in medicaark room, telephone shopping,
voice mail, security control and criminal detectiom forensic but this fairly
introduces channel noise. Channel noise referdféxteof speech input device on
spoken input. These devices are characterizedwto

Microphones

Telephones
The spoken word or speech is converted into ansitpeals before being transmitted
via channel. Signal distortion is first introducbyg microphones and then channel
contributes electrical noise. Designers of speakdgpendent systems for use over

the telephone are careful to collect speech sangplestelephone networks that will
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be used by the application [38]. Moreover, techggldevelopers create a separate set
of models for land line and for cellular telephome®rder to accommodate different

channel noise conditions.

3.6.1 Microphones

Each brand and model of microphone produces aréifteand a unique configuration
of distortion and additive electronic noise. Sinitas extremely difficult to remove
the microphone noise characteristic from the sigttedy are generally encoded in
reference models of an application or the syste8h [3

Microphones vary in quality and typ@mnidirectionalmicrophones have uniform
pickup patterns i.e. they pick up speech from fadl directions whereadirectional
microphones are designed to respond to specifectiim. Directional microphones
are best suited for speech and speaker recogrhgcause they can isolate sound
coming from specific direction.

Noise cancelling microphones are preferred in lyighdisy environments because
they cancel the effect of sound coming from distaources. One extensive
experiment performed at IBM in understanding thatienship between microphone
type and noise and Directional microphones werendoto be less sensitive to
background noise of all types. Moreover, Rabinerd&ang, the IBM researchers
found that it is not advisable to train with onecrophone and use another in this field
[38].

3.6.2 Effect of Telephone Channel in Speaker Recogn ition

Various researches shows that performance of speakegnition can be
degraded dramatically when the recognizer is agpire an environment that is
different from the environment in which it was tred.

The aim is to gauge the performance loss incuryedglamsmitting the speech over the
telephone network. Factors that add the degradatospeech over a telephonic
channel are:
= Band limitations: The Voice limitations from 300483 Hz over Telephonic
Channel
= Spectral Shaping (filtering): The spectral shapappears to be from the

carbon-button microphone.
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* Noise addition: The environmental and channel Noise
Performance factor can be significantly influendsdthe frequency character of the
communication channel. It has been reported tleaetlor rate of a speech recognizer
can increase from 1.3 to 44.6%when the testing aediltered by a pole/zero filter
modeling a long-distance telephone line [4].
First, there are three types of microphones ussthimdard telephone equipment:

= Electric speaker phone

= Carbon button handset

= Electret handset

Electret and Carbon button microphones are both

3.7 General Structure

General Architecture of Speaker Recognition is showFigure 3.1
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Modeling E, %
Input S
speech Feature Testin oS

Extraction
T Pattern
| Matching
Identity Claim :

'

Decision Logic

|

Accept/Reject

—_———— e e — — o

Figure 3.1 General architecture of TAURUS

First, speaker is enrolled via recorded speech Eampe. non-telephonic and
telephonic. Then feature extraction is the firsage carried out. After extracting
features, we transform these features to createdehior each speaker and store it.
Then comes Patten matching, for each testing speakematch the model for the
unknown speaker to template we have already stddedision is based on how

closely model for an unknown speaker matches wighstored ones.
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3.7.1 Training Phase: Feature Extraction and Speake r

Modeling

During the first phase i.e., speaker enrollmentsphaspeech samples are
collected from the speakers, and they are usedito their models. The collection of

enrolled models is also called a speaker database.

Feature Extraction
After collecting speaker database, Features araagtl. Feature extraction is a phase

of acquiring compact and speaker dependant infeomatut of original data. The
main reason of this step is to perform data reduoctivhile retaining speaker
discriminative information because the amount dadgenerated during the speech
production, is quite large while the essential ahtaristics of the speech process
change relatively slowly and therefore, they regjliss data.
Feature Extraction consist of three sub processes:
a. Some form of speech activity detection is perforrfeetemove non-speech
portions from the signal. This is known as voictity detection
b. Next, features conveying speaker information aréraeted from the
speech. The technigues mostly used for speakdication are :
1) Mel-frequency cepstrum coefficients (MFCC)
2) Linear predictive coding (LPC) (also known as autgressive
modeling or AR modeling).
3) Linear Predictive Cepstrum Coefficient (LPCC)
4) Perceptual Linear Prediction (PLP)
c. The final process in feature extraction is somemfoof channel
compensation.
1) Parallel Model Compensation (PMC)
2) CMS, Cepstral Mean Subtraction
3) RASTA filtering
4) the Gaussian dynamic cepstrum representation
CMS is widely used in speaker recognition tasks dbannel compensation and

speech enhancement.
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Speaker Modeling
There are two main approaches for estimating tlassclof feature distributions:

parametric (stochastic) and non-parametric (teraplapproaches [7]. In the
parametric approach, a certain type of distributi®rtied to the training data by
searching the parameters of the distribution thaximize some criterion. The non-
parametric approach, on the other hand, makes rainamssumptions about the
distribution of the features.
Statistical Modeling techniques that are used peager verification are:

1) Gaussian mixture speaker models (GMM).

2) Vector quantization (VQ).

3) Hidden Markov Models (HMM)

4) Nearest Neighbor (NN)

5) Artificial Neural Network (ANN).
Two approaches widely adopted for text independgeiaker verification task are
Vector Quantization (VQ) and Gaussian Mixture MedéGMM). VQ is a non-
parametric method whereas GMM is a parametric nietho
Both methods are used to generate a model for gaedker; which is stored in the

database. This process is represented in Figure

Enrollment Mode 1
Enrollment mode 1 has speakers’ data recorded @mophione on computer. The

process is shown in Figure 3.2.

Enrollment for Trained Model for

each speaker each speaker
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Figure 3.2 Speaker enroliment mode 1
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Enroliment Mode 2
Enrollment Mode 2 is data recording through handset wireless network. Process

is shown in Figure 3.3

@D) ( |

;| —> Wireless —_—> . e
network \ i ol Feature&
\4
Trained Model | Model
for each Trainin

Figure 3.3 Speaker enrollment mode 2

3.7.2 Testing Phase

In the second phase, speaker verification phaségst sample from an
unknown speaker is compared against the speakabatst which contains model set
for each speaker.

Feature extraction is the main part of both tragjnas well as testing. Speaker
modeling is carried out for an unknown identity @hen this model is compared with
background models to find the best match, i.eptlogess of decision making, which
Is to simply accept an unknown speaker as of exdadubjects or to reject it. The

process is described in Figure 3.4
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Model |

Figure 3.4 Speaker verification phase
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3.8 Applications of Speaker Recognition System

Although any task that involves interfacing witk@mputer can potentially use SR,
the following applications are the most commontigbw. This system is of great

value in the following fields

Access Restriction
Access restriction is the area in which speakesgeition technology has had

the greatest impact. While access to secured asrabe restricted with the
use of keys, magnetic cards, and lock combinatiahghree can be lost or
stolen. Telephonic Speaker recognition can provate alternative or

supplemental means of entry.

Forensic
The use of telephonic speaker recognition in lafioreement is becoming

common place where evidence is in the form of vaieeordings of the
suspects. Such cases might include bomb threatsoma negotiations,

undercover tape recordings, wire taps, etc

Computer-human Interaction
There is an increasing need for computer humamaiatien in the world of

information, and in applications ranging from tdlepes to mobile devices
and robotics. Some new cellular phones include Gf€ech recognition that

allows utterances such as “Call Homes".

Industry
In the industries where the need for security igequeal, there real time

telephonic speaker recognition may result in gneaan of access control.

Telephony
Some PBX/Voice mail systems allow callers to spealimands instead of

pressing buttons to send specific tones.
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3.9 Literature Survey

This section includes overview to various techngjtieat have been used and

implemented in literature for speaker recognitigsiems.

3.9.1 Voice Activity Detection

Voice Activity Detection is one of the essentiads in speech pre processing.
It is a process of extracting speech from a noisyan speech signal. This aids in
reducing the bandwidth requirement in communicatienwell as helps in speech
recognition areas.
Most of the techniques adopted for VAD are basecepergy estimation. This is
because it is simple and regardless of noise assessHowever; drawback lies in its
sensitivity to noise variation statistics. The rmarsfine is in a fact that energy
estimation methods mask the unvoiced speech arglaneise. The main problem
turns up when one has to compute decision threstoolthese methods. Research
shows computation of more than one threshold irerotd extract the voiced and
unvoiced part of speech. But energy based meth@dsuzcessful only where it is a
high signal to noise ratio. Performance measurethese methods degrades
dramatically with low SNR.
In order to overcome this scenario, Entropy meakagebeen adopted for detection of
speech. Spectrograms of very noisy speech sigoal fiat speech regions are more
organized than noisy ones [21]. An appropriate imétr measure the organization of
the signal is Shannon’s entropy. Observation shtivas approach based on the
entropy of the magnitude spectrum of the signakags outperforms the energy-
based method for the estimation of both the meadsvariances of the noise. It has
also been stated that the entropy based approatdin®bsignificantly better
performance in non stationary noise like factorisadhan energy based method [21].
Minimum phase Group Delay Functions is another aggn to automatically segment
continuous speech. The algorithm for segmentadmased on processing the short-
term energy function of the continuous speech $igrmach can be processed in a
manner similar to that of the magnitude spectrums Thethod is used to estimate an
effective boundary for speech estimation and efoorthis has been estimated less
than 20% [22].
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DWT based VAD has also been adopted in the yea? 28bwed by an improved
method in the year 2005. By means of the multilteggmm analysis property of the
DWT, the voiced, unvoiced, and transient componeftspeech can be distinctly
discriminated. TEO, Teager Energy Operation is thgplied to the DWT coefficients
of each subband. Experimental results show tleaptbposed method can extract the
speech activity under poor SNR conditions and ithiat also insensitive to variable-
level of noise [23].

Recent research on other hand uses hard c-measterolg for voice activity
detection. Moreover Self-organized Feature Mapg®@M) and Learning Vector
Quantization (LVQ) network have also been usedeitent years in order to detect

voice activity.

3.9.2 Speech Enhancement

Speech enhancement in past few years has beentadessen the additive
background noise in speech. This noise partiguladiuces the quality of speech; by
quality it means intelligibility or pleasantnessspieech signal.

Research shows that there is no philosopher’'s sthsevered for noise
removal in real world communication problems. Thentcal methods of speech
enhancement are:

* removal of background noise

 echo suppression

» process of artificially bringing certain frequersiénto the speech
signal.

All the speech enhancement methods aimed at sigipgethe background
noise are (naturally) based in one way or the otherthe estimation of the
background noise [27]. If noise is more statiorthan speech, it is easy to estimate it
in intervening pauses.

The oldest and simplest methods in removal of naise spectral subtraction and
wiener filtering. Weiner filtering is considered asbetter approach than spectral
shaping because spectral shaping results in “mlgica his musicality is caused by

rapid coming and going of sine waves over succesames [29]. To avoid these
annoying fluctuations within speech, wiener filtgyiis used to smooth the speech

signal.
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Other approaches in Literature that are adoptedrder to compensate channel in
telephone lines are Cepstral Mean Subtraction, RA8iTering, Gaussian Dynamic
Cepstrum Representation, GDCR.

Referring to [30], it has been shown that CPS aSTRA outperform GDCR.
Morever, CPS has been proved superior to RASTAriig due to phase distortion
introduced by RASTA filter. Studies show that RASTikering can be improved by
its phase correction but phase corrected RASTAdmagar performance to that of
CPS.

According to [31], another approach has been fawseful in reduction of word error
rate. This approach suggests using combinatiorotif BMS, as well as vocal tract
length normalization (VTLN) for speaker normalizatti

Some other set of experiments on Cepstral Meanr&ilan (CMS) and RASTA-
filtering were carried out in Phoneme RecognitiB&][ The CMS-method has been
reported to increase the performance of Automafmeaer Recognition over

Telephone.

3.9.3 Feature Extraction

Feature extraction is important phenomenon in otdereduce the effect of
curse of dimensionality as well as increases coatjurtal complexity.
There are two techniques for carrying out featwteaetion over a frequency
band.
» Full band technique
= Multiband technique
A full band technique is a conventional technigmevhich speaker recognition is
performed by recognizing an extracted set of feattgctors over a full frequency
band of input speech signal. The major drawbatkthis approach is that even
partial band-limited noise corruption affecddl the feature vector components.
The multiband approach deals with this problem lyfgyming acoustic feature
analysis independently on a set of frequency suttldhaThe motivations for multi
band technique in speaker recognition are as fell@gw5]:
= Human speech perception is multiband in nature
= If speech is corrupted by some additive noise,ral#@anited noise signal does
not spread over the entire feature space
= |tis suited for parallel architectures
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The multiband technique used in this project is WD&crete Wavelet
Transform as a tool for decomposing the speechabigto different sub bands. The
main reason that supports the use of DWT is thaédp is a non stationary signal.
Moreover time-frequency resolution characterissEDWT resemble with those of

human ear.

Recognition Rates by using Dwt based Features
Table 3 shows the accuracy achieved by applyingifesbased on DWT in Speaker

Recognition field. Research shows that DWT basatiife extraction strategy is
being experimented in late 1990’s -2008. Few ofRksults are summarized in Table
3.1

Table 3.2 DWT Feature Based Recognition in Literature

Technique Accuracy Source

Speaker LFCCs (dwt 99.2% W.Khaldi,W.Fakhar
Recognition in | based) - HMM W.Hamdy in 2002
Noisy
Environments
Multiband LPCCs — 94.96% (with | Wan-Chen Chen
Approach to FCGMM band level 3) |, Ching-Tang Hsieh
Robust 88.07% (with |, and Eugene Lai in
Features in Sl band level 4) | 2004

88.04% (with

full band)
Robust Speech| LPCCs- 96.68% Wan-Chen Chen
Features with | VQ(LBG) , Ching-Tang Hsieh
application to , and Eugene Lai in
Speaker 2002
Recognition
De-noising MFCC-GMM 95.8% Zhengquan Qiu
with Novel (Matched , Junxun Yin in
DWT-MFCC Conditions) 2006
for Speaker 80.1%
Recognition (mismatched

conditions)

Kinnumen Tomi [7], has made a good comparison lies¢ features. He divided the
most commonly used features in speaker recognittorfollowing sets:

= Filterbanks

» FFT-cepstral features

= | PC-derived features
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» Delta features
All of the stated feature sets represent somewdraesnformation but some of them
are better than others because they tend to be motmgst to quantization and
Euclidian distance classifier. Studies show tHRaCLfeatures do not give satisfactory
results when Vector Quantization is used as classivith Euclidian distance
measure. LPCCs are far most efficient than othatufe extraction techniques. The
two techniques that have been reported to give gesudlts are LPCCs and LSF, Line
Spectral Frequencies. LPCCs due to their bettdoeance and LSF due to its good
guantization properties it is well suited to Vec@uantization modeling. However,
there is a debate which of the two is better. LP@@sconsidered to be more efficient
whereas LSFs as more accurate.
According to [7], Mel-Cepstrum is the most commounged feature set but it may not
give best cepstrum representation. The mel-scalalates human hearing, but there
is no reason to assume that the human ear resfreggency bands optimally in
respect to the speaker recognition task [7].Accaydio [33], and many of other
research studies, high and medium frequencies ayee nmportant in speaker
recognition than low frequencies which is generallgontradiction to mel-cepstrum
which focuses low frequencies.
Next come the delta features. Literature shows #ftatic feature set gives better
performance than dynamic. Regression methods h@&en beported better than
differentiation methods. Regression Analysis higlgpends on number of frames
used in derivative estimation and that of the oagifeature set. If the order is high
(long temporal span), rapid spectral changes thghtnbe speaker dependent, are
smoothed out; On the other hand, if the orderus (short temporal span), it is likely

that the feature trajectories become noisy [7].

3.9.4 Classification

Classification deals with recognition of an unknowpeaker based on pattern
matching Pattern Matching depends upon the sirtylareasure between an unknown
speaker and speakers that are enrolled. There wrgar of pattern matching
algorithms which include Gaussian mixture speakeodets (GMM), Vector
guantization (VQ), Hidden Markov Models (HMM), Nesat Neighbor (NN) and
Artificial Neural Network (ANN) are most popular speaker recognitiorClassifier

ensemblegcommittee classifiers) have become also populathé past few years.
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Many of combination strategies have also been doited. The basic idea behind
them is to model each feature set with the modetafpnique best suited for it and
then to combine the final score. An overview andhparison of several combinations
strategies for speaker recognition is given in [3Bleural Networks have an
advantage that they use less parameter but theg haprofound drawback; the
network is needed to be trained every time the spaaker has to be added which
effects system efficiency and performance. SimjladMMs have also been found to
be computationally expensive.

GMM (Single State HMM) and VQ are widely used aratepted techniques in
Pattern Matching. GMM is parametric (stochastichteque], which uses K Gaussian
distributions [26] whereas VQ is non- parametrar(plate) technique which use VQ
codebooks consisting of a small number of represemetfeature vectors [25].

GMM algorithm is computationally complex as comphte VQ but research proves
it to be better than VQ. VQ approach has no comjmnal complexities but its
downside lie in non-overlapping clusters which fesin its discontinuity. On the
other hand GMM forms overlapping clusters and knéevbe extension of VQ.

In [26], author has proved GMMs to be best classifin Robust Text Independent
Speaker identification as it outperforms other téghes.

Lately another approach described in [24], makes afscombining both VQ and
GMM for text dependant Speaker Recognition oveeplebne channels.

In general, GMM has high success rates as PattatchiRg technique in Speaker

Recognition followed by Vector Quantization.
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Chapter 4
Feature Extraction and Classification

Technique

In chapter 3, we have seen that there are numliecbhiques that exist for each
phase of Speaker Recognition but all of them ddieah scope of this project.
In this project, few of the most suited and widaged techniques have been applied
and their comparison has been made. This chaptkerdies detail description of each

technique that has been implemented.

4.1 Speech Pre-Processing

In speech Pre-processing, voice activity deteasdoeing carried out followed

by channel normalization technique Cepstral medir&ction.

4.1.1 Voice Activity Detection, VAD

Voice Activity Detection is used to separate speaestli non-speech data from a
speech signal. Non- Speech data is pre utterapossutterances and silence between
words [21]. Voice Activity Detection includes twtages:

= Parameter extraction: Significant parameters are extracted from the cipee

signal. Parameters containing discriminative vamagllow a good detection
of the speech regions

» Thresholding: A threshold level is applied split signal into epk non-speech

segments. This threshold can be fixed or adaptive.

For a robust voice activity detector, this threshalue must be adaptive.
VAD based on energy Thresholding
As described in chapter 2, VAD algorithms are esiegly based on energy
estimation phenomenon due to its simplicity. Howetleese methods are sensitive to
noise to a great expense.

First, the signal is being framed and short timergy of each frame is then

computed. The energy afthframe of length is given by
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m. N+ N-1

EmM= > ¥ (4.1)

n=m N
Wherenis the time index.
Generally, two thresholds are used to form a hgstsr to avoid switches

when the energy level is near to the threshold. [R4] these values b& andj,. A, is
threshold estimation in speech segments whergadetermines threshold level in

noisy segments. When the energy of a speech signgteater than the speech
threshold, speech is detected and when the energwer than the noise threshold
speech pause is detected. The use of two threstefidses a hysteresis and reduces
the problem of fast changes in the detection whrehobtained if a single threshold is
used [21].

This Energy based method works effectively in aredmere noise varies
slower over the signal and the speech segmentyeigognsidered greater than noise

level.

0.4 Original Speech =
----------- Detected Speech H

0.3 4
0.1} i

WWWMM

0.1+

o

Amplitude

0.2+ B

- =

-0.3- B

0.4} .

1.2 1.4 1.6 1.8 2 2.2 2.4
Time x 10%
Figure 4.1 Voice Activity Detection

Figure above shows the effect of voice activityedébn which removes the noise and

pause in original speech, keeping only the spokemisv
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4.1.2 Speech Enhancement: Cepstral Mean Subtraction

Acquaintance of environmental robustness is a iapportant issue in speech
recognition. As this project aims to telephonicdamf speaker recognition, channel
normalization is an important step in preprocessing
Normalization method influences the signal such tha important information is
retained and unwanted information is cancelled Wdely adopted technique by
these models is Cepstral Mean Subtraction, CMS.

Convolutional Distortion becomes multiplicative spectral domain and additive in
log spectral domain, when a signal passes througihear time invariant channel
[28]. This log spectrum can be treated same astroepdecause cepstrum is linear
transformation of log spectrum. Hence it is assittat this property of spectral

noise is true in a short time estimate of a sigisalvell. Measured spectrum of speech
after short time analysis is given by(w)

Yo(w = A(w. $( v (4.2)
And cepstrum is given by

y,=C+5$ (4.3)

Where C(w) corresponds to constant channel , S§wpeech spectrum and t
shows time independence. It is supposed that ehanonstant; therefore, if a mean
of measured spectrum is subtracted from it, thecefif channel can be compensated.

This subtraction is known as cepstral mean sulitraeind the obtained result
is cepstral mean subtracted feature zt.

z=y-y=cts—(e 9= 5 (4.4)
Whereyt is mean of cepstrum.

Thus, this technique has an advantage of simpli@gause it doesn’t require

signal assumptions but only mean noise power estmaBut this is weakness as a
same time due to the fact speech maais also subtracted; resulting in loss of local

static components of speech signal.
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4.2 Feature Extraction

This project focuses the use of dwt based LPCs, @4@nd LPCCs. This
section will briefly describe the use and desooiptiof these feature extraction

techniques.

4.2.1 DWT — An Introduction

A discrete wavelet transform (DWT) is any waveleinsform for which the
wavelets are discretely sampled. It is easy to@émgint and reduces the computation
time and resources required.

The DWT of a signal x is calculated by passindiibtigh a series of filters. First the
samples are passed through a low pass filter witbuise response g resulting in a
convolution of the two:

vlnl = (= 9)[n] = Tire_.. x [Klg[n — K] (4.5)

The signal is also decomposed simultaneously usihggh-pass filteh. The output
gives the detail coefficients (from the high-paskerf h) and approximation
coefficients (from the low-pagy. The two filters are related to each other aray th

are known as quadrature mirror filters.

g[n] @ Approximation coefficients

x[n] ——={ h[n] @ Detail coefficients

Figure 4.2 Single level wavelet decomposition

Since half the frequencies of the signal now besmoved, half the samples can be
discarded according to Nyquist's rule. The filtetputs are then subsampled by 2. [3]
Approximations give characteristics of lower freqoes whereas details give
information about higher frequency characteristics.

The Approximation coefficients at each level can bsed for another level

decomposition and this can be extended to multiplels. Figure 3.2 shows

decomposition up to three levels.



36

Lewvel 3 Lewvel 2 Level 1

L) \

0 f2'8 £/ f22 fa
frequency

-
"

Figure 4.3 Frequency domain representation of DWT

There are different types of wavelet transformg tten be used like Daubechies,

Symlets, Haar, Discrete Meyer and etc. Daubechiessdeen used in this project.

4.2.2 LPC- An Introduction

LPC is based upon principles that have been deffiaed basic principles of
sound production. Whenever a buzz is produced lzgdiuplaced at the end of tube,
glottis produces that buzz. This buzz is actualpracterized by its intensity and

frequency.

random
Signal
: voice

Pulse train —T T

GAIN Parameters

Figure 4.4 LPC model

LPC model assumes that speech signal can be mobglexh excitation, passed
through a time varying all-pole filter derived fraspeech produced by human voice
box. The model used in LPC for speech generatishasvn in Figure 3.4

LPC analyzes the speech signal by estimating thmdots, removing their effects
from the speech signal, and estimating the intgrasitd frequency of the remaining
buzz. The process of removing the formants is daltererse filtering, and the
remaining signal is called the residue [7].

The principle of a linear predictor is that, it gids each samples of speech wave

from as a linear sum of the past samples.
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(=Y 48 kn- K
k-1 (4.6)

Wherep is the order of predictor. The aim of LP is to fipdedictor coefficients
keeping the average prediction error minimum.

The prediction error of nth sample is given by

e[r1=m—2fa]<[xr+]k

4.7)
This equivalently gives,
E=>dd’
:z(x[n]-iew - k]
n k1 (4.8)

When prediction error is small, approximation @l x [n] is performed well. The
problem of finding the optimal predictor coeffictsrresults in solving of so-called
(Yule-Walker) Auto Regression (AR) equations [8].
According to [10], there are two methods for solviiR equations, autocorrelation
method and covariance method. Out of these twocautelation is preferred because
it gives somewhat stable filters and is computatignefficient [10]. AR equations
for autocorrelation method are:

Ra=r (4.9)
Where R is Toeplitz matrix,a is the vector of the LPC coefficients ands the

autocorrelation. The autocorrelation sequencevisrgby

RK=S £hkm Kk
= (4.10)

The redundancy of AR equations can efficiently lbbenputed by Levinson Derbin
Regression [10].

Any signal can be approximated with the LP modéhwin arbitrary small prediction
error 0. The optimal model order depends on whad kif information one wants to
extract from the spectrum. The main purpose ofgu&iRC within all approximation
channels (obtained from DWT) in order to capturarahteristics of individual
speaker is that these parameters give good repagiesenon the envelope of speech

spectrum of vowels. Moreover they are simple [6].
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Stepsin Computing LPC

In spectral estimation, an AR system driven by @evhoise is used to model a wide
sense stationary random signal. In speech codiegiiiving signal (excitation signal)
is instead a quasi-periodic impulse train. Howewer,can still use the Yule-Walker

equations to estimate the ¢fieientsa (k).

Frame of Fre-emphasis Autocorrelation Leinson-Durbin afl]....afp]
speech ¥ and windowing ’ cotpatation teCursion :

Figure 4.5 LPC computation steps

LPC Speech compression consists of steps mentloeled and shown in Figure 4.5.
1. Segment the sampled speech signal into short alge(L0-30 milliseconds long).
These segments are called frames and can be guiadamr non-overlapping.
2. Compute the autocorrelation of the frame
2. For each frame, compute the LPC parametel&)(for 1 < k < p) from the data.
This can be done by solving the Yule-Walker equetior AR(Auto Regression)
equations, or by other related methods.
3. Compute the excitation signal.
4. Model the excitation with a small number of paeters (its pitch and amplitude
during the frame).
5. Quantize and code the parameters:
(a) the LPC cokicients (k) for 1<k < p)
(b) the parameters of the excitation signal

(c) the parameters of the secondary excitatiorasign

Time Windows in Linear Prediction Analysis of Speelk

Windowing is done in order to get frames of dataclE frame is then used in
calculation of autocorrelation sequence.

In frequency domain, the effect of windowing can ¢®en as a convolution of

frequency response of signal with frequency respafswindow. Important is, the
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selection of width of a window because convolutgmnears frequency features and
they are dependent upon width of the main lobeintlew frequency response.

One important factor is window length, In Speechaksis, a window length of 30
ms (240 samples at a sampling rate of 8 kHz) has lfeund to be a reasonable

compromise in terms of the dynamics of speech proolu [16].

4.2.3 MFCC- An Introduction

Mel-cepstrum is one of the most commonly used fea¢xtraction technique
used in both speech and speaker recognition [7].
MFCC technique is based on the known vamatad the human ear’s critical
bandwidth frequencies with filters that areasgd linearly at low frequencies
and logarithmically at high frequencies totcap the important characteristics of
speech [12].
MFCC is composed of five phases. First phase ifashing. Speech waveform is
divided into more or less frames of 30 millisecand$ie next step involves
windowing of each frame. This minimizes the disauities at start and end of each
frame. Then windowed speech signal is converteth ftisne domain to frequency
domain by taking FFT. Once converted to frequedoynain, signal is passed
through Mel-frequency wrapping block. The purpo$éhe mel-bank is to simulate
the critical band filters of the hearing mechanisime filters are evenly spaced on the
mel-scale, and usually they are triangular shagédThis can be viewed in Figure

3.4.
0.01 ¢

(.005

0

4] 1100 2000 EINND 4000
frequency in He

Figure 4.6 Mel-spaced filter bank
The main purpose of the MFCC processor is to mtimecbehavior of the human ears.

Studies have shown that human hearing does noixfdhe linear scale but rather the

Mel-spectrum scale which is a linear spacing bel®® Hz and logarithmic scaling
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above 100 Hz [18]. In the final phase, The triaagdilter outputs Y (i),i=1, ... ,M

are compressed using logarithm, and discrete casinsform (DCT) is applied [7]:
M
drl =Y log ¥ Dcos[% (i—%)} (4.11)
i=1

The resultant matrices are referred to as Mel-Ferqy Cepstrum Coefficients. This
spectrum provides a fairly simple but unique repnéstion of the spectral properties
of the voice signal.

Important property of cepstral coefficients is thila¢y are fairly uncorrelated with

each other [7].

Steps in Computing MFCCs

The steps in computation of MFCCs are shown inféigu7 below.

Speech Frame Frame
|:D Blocking ——————— » Windowing ——
spectrum
Mel- Mel-
Cepstrum Spectrum Mel-
Qj Cepstrum  — 1 Frequency
Wrapping

Figure 4.7 Steps in computing MFCCs
Step 1: Framing of Speech Signal

Speech signal is due to its non stationary natsiréivided into frames. Figure 4.8
shows the original speech signal. Frame size take?b6 samples.After framing,

Figure 4.9 shows the framed speech signal.
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Figure 4.8 Original Speech Signal in MFCC
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Figure 4.9 Framed Speech Signal in MFCC

Step 2: Windowing
Individual frames are windowed in order to minimiggnal discontinuities and

spectral distortion. The Hamming window (shown igufe ) of size 256 is used to

decrease the signal to zero at the beginning atideeach frame.

LY
4
Yy
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=0 =0 40
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Figure 4.10 Hamming window

Figure 4.10 shows hamming window applied to eaaimé& and Figure 4.11

shows windowed speech signal.

Hamming Window applied to each frame
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Figure 4.11 Windowed Speech Signal
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Step 3: Fourier Transform of Windowed Speech Signal
FFT is used to convert each frame of N samples ftbentime domain into the

frequency domain.512-point FFT is used to give ecspm which gives information
about the frequencies present in a signal. Sigitat taking FFT is shown in Figure
4.12.

Linear Spectrum

0 800 1000 1500 2000 2500 3000 3500 4000
Frequency(Hz)

Figure 4.12 Speech signal after taking FFT

Step 4: Mel-Frequency Wrapping
Signal is passed through Mel-frequency wrappinglblehich emphasizes low

frequencies and de-emphasizes high frequencietasitnibehavior of human ear.

Step 5: Discrete Cosine Transform (DCT)
In this final step, log of spectrum is taken to @egne dynamic ranges and after that

DCT is taken to compress the information in spextru

Importance of MFCC Derivatives
While extracting MFCCs, it had been assumed thah espectral vector is

representation of stationary signal. But it is raddsolutely stationary as the

articulators are continuously changing their possi with a certain rate. These
variations are reflected as changes in formantugaqgies and bandwidths [7]. Some
of these spectral dynamics left ignored, do contadicators of speaker itself.

Thus, encoding dynamic information of spectral e can result in improved

performance of speaker recognition. Use of thisadyic information is known as

delta — features [7]. First, the time derivativdsfeature vectors are estimated and
then appended with actual feature vectors whicl teahigher dimensional feature

vectors. Often, the time derivatives of the dediatfires are also estimated, yielding

so-called delta-delta parameters. These paramateragain appended to previously
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appended feature vectors, resulting in even higheensional feature space than
before.
Now there are two arguments regarding this. Fifegture space formed by
concatenation of static and dynamic features leavesinterpretation; Second,
Dimensionality of feature space has increased twicehrice which needs more
training data in order to get reliable speaker nwde
As far as computation of these delta featuresnsemed, there are two methods:

= Differentiating

» Fitting a polynomial expansion

Differentiating is simple but as it serves as hygsss filtering method, it

somehow enhances the effect of noise. Hence fiftipglynomial is a better approach
which is known as regression analysis in statistics
It has been noted that among both of these methedgession analysis gives
smoother estimates.
On the whole, these derivatives when appendedaturie vectors give information
about the dynamics of spectral parameters andoftthie speaker but on the expense

of a large dimensional feature set.

4.2.4 LPCC, Linear Predictive Cepstral Coefficients

LPC coefficients are observed to be highly corealahat is why they are used
very seldom as features [7]. Their efficiency caniicreased when they are replaced
with less correlated set of features. A well kndieature set in this regard is linear
predictive cepstral coefficients.

Given LP coefficientss,, Cepstral coefficients are computed from following

equation [7]

<

a[ﬂhi%(tﬂ{aw}:ls x|
qri= k=1 >
> Ldndan-g - p

Lk=n-p

(4.12)

LPC cepstrum has been used effectively in bothcdpaead speaker recognition. The

thing that needs consideration is that LP coeffitseare finite in number whereas
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LPC cepstrum sequence is infinite. The magnitude[@f approaches to zero fast,
thus it needs a very small number of coefficieat®tm a model.
When performance of LPCC parameters is being comep#r that of LPC, LPCC

cepstral coefficients perform better.

4.3 Speaker Modeling

There are various classification techniques as ioeed in previous section.
But we have used Vector Quantization based on Mimndistance classifier for
classification. Moreover, Open-Set classificatias lalso been performed based on

threshold measure.

4.3.1 Vector Quantization- An Introduction

Ideally, as much feature information used in matghor classification, more
is the chance to obtain accuracy but storing all thformation is not realistic. Vector
Quantization is a technigue to compress informatieature space) in such a way that
it maintains the most important or prominent cheeastics. It is used to map vectors
from a vector space (of test samples) to fixedamgjin that space. These regions are
called clusters and represented by their centratove or centroids and a set of
centroids, which represents the whole vector sp&cesalled a codebook. This

codebook is generated via VQ. Figure 3.5 shows xample diagram of VQ

codebook.
Speaker 1 Speaker 2
|Q|0|0|Q| [ & IAH|1|
\ /
N i?b\/ /
/
Speakgr1 ¥
oo \D \“7 ‘ o VQ distortion
; 0
‘A
2 o
& centroid ‘ o A &
& sample o ‘ at

Figure 4.13 Conceptual diagram of VQ codebook [13]
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There are two important factors that must be camed while implementing
VQ.
i. Algorithm to generate codebook
ii. Size of codebook

Algorithm to generate codebook: K-means Clustering
K-means clustering is an algorithm to group sulsjetiects based on
attributes/features into K number of groups (K issipive integer number). The
grouping is done by minimizing the sum of squarkedistances between data and the
corresponding cluster centroid [18]. Thus the pagof K-mean clustering is to
classify the data. Steps in K means clusteringyaven below

Step 1 Select k, number of clusters

Step 2 Put any initial partition that classifies the aatto k clusters either

by randomly assigning the samples or taking firdrdining samples as

single-element clusters.

Step 3 Take each sample in sequence and compute iendestrom the

centroid of each of the clusters. If a sample isaqwrently in the cluster

with the closest centroid, switch this sample tat ttluster and update the

centroid of the cluster gaining the new sample tadcluster losing the

sample [18].

Step 4.Repeat step 3 until convergence is achieved aetleno new

assignment to be made.

Size of Codebook in Speaker Recognition

Codebook size is a tradeoff between time and acguf@ize of codebook in
most of the cases is dependent upon the data we twariassify. Efficiency by
greater size of codebooks can be increased bubsitaf time and computational
efficiency.
Researches show that incase of Speaker recogmétehn, a codebook of size 32 is
optimum. Reason behind this selection is that gir@pmate level there are 60
phonemes in English Language. Out of these 60,03¢a# be uttered by a speaker on
average. So in few of the experiments as in [6ebmok of size 32 has been

suggested optimum.
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4.4 Classification Technique

There are various classification techniques as iomed in chapter 3, but in
this project, Minimum distortion measure is used.
4.4.1 Minimum Distortion Classifier

In testing phase we need to match a testing utterauich is simply a set of
non compressed features, to stored models of alspeakers. This matching is done

using distortion measure [4] given in equation (2).

1 < —
D= Z min [d(xnixi)]
N =7 1sn< Npoox
Fo1= (4.13)

WhereNg denotes the number of speech frames in testingantte,x, denotes nth
reference codebook x; is the testing utteranceNpook represents total number of
codebooksd is the distance betweapand xi andD is the overall distortion measure
between test utterance and modéie identity of each speaker is then established
according to average distorti@nhfor each speaker [4] and the matching speakéeis t

one who has minimum distortion measure.

Open-Set Classification using threshold mechanism

Decision making in Classification step can eitherdiosed-set or Open-set.
We assume to have a speaker database S contapeages model oN Speakers
suchthaB=($S, §;.... )

Feature extraction and modeling is same for bo#tnawn and enrolled speaker. In
distance based classifiers, it depends on scomistance, how much an unknown
speakerX matches with that &. Greater the score, much higher is the similarity
measure between the unknown speaker and one Sptkers ifs.

In closed-set speaker identification task, the sleniis simply the speaker index

which gives maximum score.

i” =arg max score (X ,$ | (4.14)
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Verification can be performed by setting verificati threshold.  Letg, be the

verification threshold. This threshold defines bwaindary for speakers that lie within
the database and those who are unknown i.e. tondieefalse acceptance ratend
false rejection rateThe former means accepting an impostor speakettandthtter
means rejecting a true speaker. There is a trdfieetween the two errors, when the

decision thresholdsg, are increased, false acceptance error decreasesalba

rejection error increases, and vice versa [7].
This decision process can be explained by theviatig equation

20, ,accep}

. (4.15)
< g reject

scord X $){

Open set identification task is defined as foll¢Wjs

i%if i“=argmaxscore (X .S )*scorg X, Sk &
decid gmayscore .3 )"scord X SEE L 16
none otherwise

In this case we have two checks in order to chariet the speaker as true speaker.
Best matching speaker againstis being measured and then this score is being
matched with decision threshold. If the speakeanl®ve decision threshold it is

accepted as true speaker else it is characterizad anposter.
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Chapter 5

Experimental Results and Analysis

As speech interaction with computers becomes mersigtent in activities such as
financial services and information retrieval frorpeech databases, the utility of
automatically recognizing a speaker based entorlyocal characteristics increases.
Given a speech sample, speaker recognition is coadevith extracting clues to the
identity of the person who was the source of thigrance.

There have been numerous approaches aimed at tamdbng the underlying
process involved in the perception and productibnsmeech. These approaches
involve disciplines as diverse as pattern classiioen and signal processing to
physiology and linguistics. The interdisciplinargtare of the problem is one thing
that makes speech recognition such a complex auihfting problem. This chapter
gives the detailed description of the database hwiias been made for speaker
recognition system for evaluating the various atpars. It also contains the
experiments performed on database to check therpehce of classifiers in real

time application.

5.1 An Overview of Standard Speech Corpora

There are numerous corpora for speech recognifitve. most popular bases are:
TIMIT and its derivativesRolycost andYOHQ

5.1.1 TIMIT and Derivatives

The TIMIT corpus of read speech has been designed to prtvwdevaluation of
automatic speech recognition systems [3]. Althoitglvas primarily designed for
speech recognition, it is also widely used in speakcognition studies. It contains
630 speakers’ voice messages (438 M/192 F), and speaker reads 10 different
sentences. It is a single-session database reconded sound booth with fixed
wideband headset. The derivatives WMIT are: CTIMIT, FFMTIMIT, HTIMIT,
NTIMIT, VIdTIMIT. They were recorded by playing different recordimgut devices,
such as telephone handset lines and cellular tefephandset. It was recorded into 3

sessions with around one week delay between eadiose It can be useful for
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research involving automatic visual or audio-visspkeech recognition or speaker

verification.

5.1.2 Polycost

Establishing thé?olycostcorpus was an activity of the so called COST 25(bpean
project. It includes both native and non-native lisigfrom 134 speakers (74 M/60 F)
from 13 European countries. Therefore it can ndg be used in speaker recognition,
but language and accent recognition as well. Itrhae than 5 sessions recorded over
weeks in home/office environment by variable tetaph handsets through digital
ISDN.

5.1.3 YOHO

The YOHOcorpus was designed for evaluating speaker vetiifican text-dependent
situation for secure access applications. It cemsis 138 speakers’ speech messages
(106 M/32 F). It was recorded in multi sessionsravehree months period by fixed
high-quality handset in the office environment. Tieat read was prompted digit

phrases.

5.2 Data Description

Speech databases are most commonly classifiedsingbe-session and multi-

session.  Multi-session databases allow estimatdntemporal intra-speaker
variability. Combination sets are also possilmcluding single-session recording
with a larger set of speakers and multi-sessiecordings with a smaller set of
speakers. [2]
With respect to input devices the most commueans of recording are
microphones or telephone handsets, the latterbmammodified by being over local
or long distance telephone lines, GSM or oveltipla microphones. According to
the acoustic environment, databases are recordleer én noise free environment,
such as in the sound booth, or with office/homes@oi

Our speech database is single session.
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5.2.1 Subjects

Database consists of 64 speakers in total. Itv&ed into subsets namely
PIEAS Speech Databasel and PIEAS Speech Datab®&2B1 contains 38
speakers, 29 males and 9 females whereas PSDB&irtoab speakers, 16 males and
10 females.

The database overall has an age distribution fréno B6 years.

5.2.2 Samples

Each Speaker has 30 recorded samples. Out of whilye recorded from
Microphone (Mono), 10 from one handset and 10 faiher handset. The reason to
choose 10 samples over a single mode of recordingoiassess intra-speaker
variability.

Different handsets have been chosen in order ttyzamahe performance measures
when different handsets are used.

Overall, the database consists of approximatelyY) 2a0nples.

5.2.3 Telephonic Data Recording

Samples recorded over telephone calls consist ofhedes. In PSDB1, 10
samples for each handset are recorded in a sialile/lsereas in PSDB2 each sample
of a particular speaker is recorded in a sepawtarcorder to get more insight into

analysis phase of channel distortion.

5.2.4 Text

The recorded phrases include short sentences gitcstlings of various lengths.
The text spoken during enroliment and testing lphespeaker is as follows:

= Sequence of digits (i.e. 1-6, 98,27,33,11)

= Assalamulaikum

= Allah Hafiz

= Joe took father's green shoe bench out

» He eats several light tacos



5.2.5 Sampling Rate

Samples have been recorded at 16 KHz with bitabiébps.

5.2.6 Equipment Used in Recording

The equipment used for recording speech samples are

= Microphone
= Handset 1

» Nokia 1100
= Handset 2

> Nokia N70

Speakers
Samples
Sampling Rate

Recording time

Recording Software

Recording
Equipment

Size of Digitized
Data

Data format

Samples per Call

Environment

Table 5.1 Summary of Database

PSDB1
Non .
Telephonic el
38 (29m, 9f) 38 (29m, 9f)
380 380
16 KHz, 16 16 KHz, 16
bits bits
400 min @ 570 min @
Call recorder
Sony Sound | without beep
Forge 9.0 for S60
mobiles v 1.0
A4Tech
Headset Mic | Nokia 1100
1.Nominal Handset
Impedance:
32 ohm Nokia N70
2.Sensitivity Handset
97dB
251 Mb 451Mb
.amr
.wav (converted
later to .wav)
- 10
Office Noise CirfEininel

+Office Noise

PSDB2
Non .
Telephonic e
26(16m, 10f) 26 (16m,)10f
260 260
16 KH2, 16 1 16 KHz, 16 bits
bits
300 min @ 540 min @
Call recorder
Sony Sound | without beep
Forge 9.0 | for S60 mobiles
v1.0
A4Tech
Headset Mic Nokia 1100
1.Nominal Handset
Impedance:
32 ohm Nokia N70
2.Sensitivity Handset
97dB
163 Mb 330 Mb
.amr
.wav (converted later
to .wav)
- 1
. . Channel +
Office Noise Office Noise

51
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5.2.7 Sample Plots

Non-Telephonic
Speaker uttering first four digits in text. The saenis recorded through Microphone.

First Four Utterances of a Speaker: 123 4
T T

Arnplitude

Figure 5.1 Non telephonic speech sample

Telephonic-Handset 1
Speaker uttering first four digits in text. The gaenis recorded through Handset 1.

First Four Utterances of a Speaker: 123 4
T

03

Arnplituce

04 I
4 =
Time x10%

Figure 5.2 Telephonic speech sample, handset1

Telephonic-Handset 2

Speaker uttering first four digits in text. The gdenis recorded through Handset 2.
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First Four Utterances of a Speaker: 123 4
T T T T

04 0

Amplitude

04k o

0B 2

4.5 i) 55 B 6.5 7 7.5 g 8.5 9 ]

Figure 5.3 Telephonic speech sample, handset2

5.3 Empirical Results

This section includes all the empirical resultsdohen provided telephonic and non
telephonic data. A new approach based on MFCCadarie extraction technique was
being used which resulted in improved accuracyaspared to LPC. Analysis on
selection of proper number of LPCs and MFCCs has loarried out. Moreover, after
selecting appropriate number of features, Resalt® tbeen taken on Telephonic and
Non Telephonic data for matched and mismatched itond. Effect of using
different wavelet has also been observed

The recognition accuracy in case of sample lergghder, Analysis on the basis of
single and multilevel decompositions, wavelet typleoosing appropriate technique
among MFCC and LPC and analysis on choosing apiptepnumber of LPCs and

MFCCs has also been carried out.

5.3.1 Results based on Sample Length

In this case, results on non-telephonic databases @ollected according to following
training and testing parameters. Moreover, theciefficy of the approach was being

observed by reducing the sample length.



Training:

Training Parameters
Technique used

Values |
DWT-LPC

No. of features

12-order LPCs

DWT-Type

Daubechies-3

Speech type

Non-Telephonic

Speaker Modeling

K-means, codebook size= 32

Testing:

Testing Parameters

Values

Classifier

Minimum Distortion

Results and Comments:

Results using above technique on full length samiglgiven in Table 5.2.

Database Type Techniqu | No. of  Accuracy Erro
e Samples % r %
DB1 Non LPC-12 380 91% 9
Telephonic %
DB2 Non LPC-12 270 92% 8
Telephonic %
Table 5.3 Recognition Rate After Reducing Length of Saple
Database Type Length of Sample Accuracy% Error%
DB1 Non Reduced by ha 85.01% 14.9%
Telephonic
DB2 Non Reduced by half 85.7% 14.3%
Telephonic

Results obtained by reducing the sample lengthsalfyare shown in Table 5.3

which show that the performance has been reducé&ddy

5.3.2 Results based on Gender

Training and Testing parameters are given as faliow

Training:

Training Parameters
Technique used

Values \
DWT-LPC

No. of features

12-order LPCs

DWT-Type

Daubechies-3

Speech type

Non-Telephonic

Speaker Modeling

K-means, codebook size= 31




55

Testing:

Testing Parameters Values
Classifier Minimum Distortion

Results and comments:
Accuracy of speaker recognition system over bothltlses was computed on gender

bases which are given in Table 5.4 and Table 5t performance of LPC over

female voice is better than on male.

Table 5.4 Recognition Accuracy for Male Speakers

Database Type Technigue No. of Male Accuracy Error %

Samples %
DB1 Non Tel. LPC-12,VQ 280 88% 12%
DB2 Non Tel. LPC-12,VQ 160 88% 12%

Table 5.5 Recognition Accuracy for Female Speakers

Database Type Techniqgue Female Accuracy % Error %

DB1 Non LPC-12,VQ 80 100% 0%
Telephonic

DB2 Non LPC-12, VQ 110 99% 1%
Telephonic

5.3.3 Selection of No. of LPC

In previous results, 12 order LPCs have been usedrding to reference to
previous researches. Now, the effect of changimglar of LPCs has been observed.

Training and Testing parameters are given as faliow

Training:
Training Parameters Values |
Technique used DWT-LPC
No. of features 8 to 24 order LPCs
DWT-Type Daubechies-3
Speech type Non-Telephonic and telephonijc
Speaker Modeling K-means, codebook size= 32
Testing:

Testing Parameters Values
Classifier Minimum Distortion
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Results and Comments:

Non-Telephonic:
The best accuracy for DB1 has been achieved atid@ever, on DB2 best accuracy

is achieved on band 13" order of LPC. Thus, according to previous researuth
the analysis above, LPC of order 12 is more efficand hence chosen as appropriate
number.

Figure 5.4 shows comparison of accuracy on bothbdeses. It is clear that LPCs have
performed well in case of DB2 rather DB1. Overdik approximate accuracy using
12-order LPCs is 90-92%

93

wl TN

90 / /\\ A
w N W
YN N o

87 ‘

B6 T T T T T T 1

Figure 5.4 Comparison of DB1 and DB2(Non-Tel) for No. of LPE

Telephonic

The significance of using 12- order LPC can clednty seen in Figure 5.4 which
shows results on telephonic data. The best accusaaghieved on 18nd 12 order
LPCs in both handsets, i.e. H1 and H2. Though,tataphonic results also show that
10-order LPCs are not consistent in efficiency,ha@e chosen 12-order LPCs to be
an appropriate number for telephonic database is we

On DB2-H1 as shown in Figure 5.5, best accura@p@oximately 76% whereas on
Handset 2, it is about 81%. This also shows that plerformance of LPC in
Telephonic data is decreased from 10-15%. Thiss$siply due to sensitivity of LPCs

in noisy environments.
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72

70

68

66

o4 T T T T

Figure 5.5 Comparison of DB2-TEL for No. of LEs

5.3.4 Selection of Number of MFCC

As the analysis for LPCs was being carried outthis part, analysis on
number of MFCCs was being carried out for bothpietanic and non telephonic data.

Training and Testing parameters are given as faliow

Training:
Training Parameters Values |
Technique used DWT-MFCC
No. of features 10 to 40 order MFCCs
Filter Bank for MFCCs 40
DWT-Type Daubechies-3

Speech type

Non-Telephonic and telephonijc

Speaker Modeling

K-means, codebook size= 32

Testing:

Testing Parameters
Classifier

Minimum Distortion

Results and Comments:
Non-Telephonic

While analyzing on non telephonic data, best resafte achieved when 22 and 24

number of MFCCs have been used. Figure 5.6 shows tiere is a rapid

improvement in results till 16 MFCCs, i.e. 16 MFCsst be used and the accuracy

increases till 24, but starts decreasing after. tBatin our case, 24 is selected as

appropriate number of MFCC for non telephonic data.
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DB2

101
100
99
98
97
96

95
94 r
93 ~/
92 T T T T T T T T T T T T T T 1

8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

—4—DDB2

Figure 5.6 Effect of No. of MFCCs on DB2- Non Tephonic

Telephonic

For telephonic data, it has been observed thatihgber of MFCCs varies greatly in
performance from that of non telephonic. Figure $héws that approximately 93%
accuracy is being achieved in case of Handset Lidiyg 12 and 18 number of
MFCCs whereas by using 36 numbers of MFCCs, werddittle better results.
Similarly, above analysis when performed for Handsel8 MFCCs didn’t worked
best but 34.

35

y A
o]
NRY/ERw [\ =

S v BRVA Vo e
SN Y

88 T T T T T T T T T T T T T T T 1
€ 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

Figure 5.7 Effect of No. of MFCCs on DB2 Handset-1 and Halset-2

Figure 5.7 also shows that number of MFCCs fluetwatot at start. As after
30 MFCCs, these fluctuations are not that abruptMFCCs have been chosen in

case of telephonic data for the above dataset.
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5.3.5 Comparison of Techniques

After the appropriate number for LPCs and MFCCsehbeen chosen, this
section encapsulates overall accuracy on both étebdses which also includes the
effect of DWT in case of MFCCs. The comparison énly made between simple
MFCCs, DWT-MFCCs and DWT-LPCs.

Training:
Training Parameters Values
Technique used DWT-LPC
MFCC
DWT-MFCC
No. of feature 24 order MFCC for Nor-Tel
36 order MFCCs for Telephonic
12-order LPC
Filter Bank for MFCCs 40
DWT-Type Daubechies-3
Speech type Non-Telephonic and telephonijc
Speaker Modeling K-means, codebook size= 32
Testing:

Testing Parameters
Classifier Minimum Distortion

Non Telephonic

MFCCs have been proved to work best here. As shiawfigure 5.8, MFCC and

DWT-MFCC do not differ in results. This effect oMDI' can be observed in results
discussed later.

As compared to MFCC, LPCs have been proven lessiezft here as the result is
decreased from 7-8%.In DB2, again MFCCs have ofdgpaed LPCs. Also, a slight

increase in performance can be observed when DWheisg used. Again, the
difference between performance levels of LPCs arfdCMs is 7-8%. Overall,

Results for DB2 are 2-3% greater in performance that of DB1.
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96

94

a2 EDB1

S W DB2
88 -
86 -

84

MFCC [24] Dwi-MFCC[24] DWT-LPC [12]

Figure 5.8 Comparison of techniques on both daiases (Non-Telephonic)

Hence, DWT-MFCCs has been proved best techniqué now for non telephonic
data.

Telephonic
This section summarizes which of the three teclesquas best in Telephonic

case. Considering DB1, Figure 5.9 shows simikmdrthat was observed in DB1 non
telephonic. MFCCs show better results than LPCs.

Handset 2 also showed similar trend as of handdmitithe overall efficiency of DB1
on handset 2 is greater than that of handset %.i$hiue to the handset variability and
the microphone distortion in handsets.

96
a4 E B

B

98

HDE1-H1
33

b DE1-H2
86
84
82

MFCC Dwt-MFCC DNWT-LPC

Figure 5.9 Comparison of techniques on both Handset 1 drHandset 2 of DB1
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DB2 on the other hand shows significance of DWTase of MFCCs more clearly
than that of DB1, but the overall efficiency hesalecreased.
Figure 5.10 below shows results on Handset 1 antist 2 of DB2, which depicts
that DWT- MFCCs have resulted better than simpleCl@6 by an increase of
approximately 10% accuracy. Overall results as @meg to non telephonic are
though decreased. Again, MFCCs have outperformesLP

100
90
BO
O
&0
50
40
30
20
10

0

E DB2-H1

& DB2-H2

MFCC

Dwt-MFCC DWT-LPC

Figure 5.10 Comparison of techniques on both Handset 1 ahthndset 2 of DB2

5.3.6 Effect of Decomposition Levels

In this section, the effect of decomposition levatstechnique that performed

best (i.e. DWT-MFCC) was observed. Training andtihgsparameters are given as

follows:
Training:
Training Parameters Values |
Technique used DWT-MFCC
No. of feature 24 order MFCC
Filter Bank for MFCC 40
DWT-Type Daubechie-3
Speech tyg Nonr-Telephonic
Speaker Modelin K-meanscodebook size=
Testing:

Testing Parameters
Classifier

Values
Minimum Distortion
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Results and Comments
While analyzing the effect of DWT levels, it hasbeobserved that MFCC decreases
in efficiency as the number of levels are increased

Figure 5.11 shows the best accuracy was achieVedeitl.

102

100
o8 |

96

94 A

92 A E DBl

90 - i DB2
BE -

BE

84

82 - T T T T

Figure 5.11 Effect of decomposition levels using MFCGsn DB1 and DB2 (Non
Telephonic)

5.3.7 Effect of Wavelet Type

In this project, previously Daubechies-3 is beisgdias reference to [6]. Now
the analysis on wavelet type was carried out.

Training and Testing parameters are given as faliow

Training:
Training Parameters Values |
Technique used DWT-MFCC
No. of features 24 order MFCCs for Non-Tel
36 order MFCC for Tel
Filter Bank for MFCC 40
DWT-Type Daubechies-1,2,3
Haar
Symlets
Discrete Meyer
Speech tyg Nonr-Telephonic
Speaker Modelin K-means, codebook size=
Testing:

Testing Parameters
Classifier Minimum Distortion
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The effect of other wavelet types has been obserwddon Telephonic Database and
results are shown in Figure 5.12.

101

100

99

98

97

96 M Acc. For DB2-NT
95

Figure 5.12 Effect of wavelet type on DB2-Non Telephonic

On DB2, Symlets and Daubechies-3 gave best accwaagh is shown in Figure
5.12. Whereas on DB1, Discrete Meyer has perfornssd.

97.5
97.4
97.3
97.2
97.1 -

97 -~
96.9
96.8 -
96.7
96.6 -
96.5 -

B Acc. For DB1-NT

Figure 5.13 Effect of wavelet type on DB1 Non-Telephonic

Overall, from Figure 5.12 and 5.13 it can be sdéwt there is not much difference in
results by changing wavelet. Moreover, Daubechissp@rformance is stable and
better than Daubechies-1 and Daubechies 2.

On the whole, Symlets’ performance is better tHhathers.
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5.3.8 Mismatched Conditions

Mismatched conditions are those in which testing taaining data is recorded

in different environments. These are most likelpaitons when it comes to Speaker

Recognition.
Training:
Training Parameters Values |
Technique used DWT-MFCC
No. of features 36 order MFCCs
Filter Bank for MFCCs 40
DWT-Type Daubechies-3
Speech type Non-Telephonic , Telephonic
Speaker Modeling K-means, codebook size= 32
Testing:

Testing Parameters Values
Classifier Minimum Distortion

Results and Comments

Figure 5.14 below, shows the results for mismatotmuitions in DB1. When the
system is trained on Non Telephonic speech anddest Telephonic, Accuracy is
reduced about 40-50%.

Whereas when the system is being trained on tefeplspeech from another handset

and tested on other, then MFCCs have resultedpnawed accuracy.

Y]

G0 -

=1 —

40 -

30 M Accuracyfor
Iismatch

20

10

il

DE1-MT-HL DBE1-MT-H2 DE1-HZ-H1

Figure 5.14 Results for mismatched conditions in DB1

Figure 5.15 shows results for mismatched conditfonsDB2. This also shows that
Handset 2 has some advantage over Handset 1. ilaosystem is trained on a

telephonic speech, testing can give better results.
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Figure 5.15 Results for mismatched conditions in B2

Error in this case is possibly due to microphorsaition. As mentioned in
chapter 3, carbon button in microphones is maimgason for not getting satisfactory
results.

5.3.9 Increasing Population Size for the Best Techn  ique

In this case, the population size was increasedesudts were again computed using
best technique i.e. DWT-MFCC.

a. Comparison of MFCCswith LPCs
Results for proposed technique were compared wihih which LPCs were used.

Experiments show that MFCCs along with waveletdfarm perform better than

LPCs with wavelet transform, especially in telepkatata as shown in Figure .5.16.

I \on Telephonic
I Handset-1
[ Handset-2

Speaker verification rate %

DWT-LPC DWT-MFCC
Techniques

Figure 5.16 Comparison of recognition rate using DWT withLPC and MFCC
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b. Effect of Number of MFCCs

As previous results show that proposed techniqudoimeed better, we then
analyzed effect of number of MFCCs for both telapb@nd non telephonic data.
Fig. 5.17 shows that as the number of MFCCs areeased, recognition rate
increases rapidly in start and then varies gragubdlcase of non-Telephonic speech,
18 MFCCs whereas in case of Telephonic 20 MFCC4 tmisised. Overall, the best
number of MFCCs is suggested to be 38 which g% %ecognition accuracy on

non telephonic data and 86% recognition accuradgl@phonic data.

100

A A
o5 A
% N
85

4

80—

speaker verification rate %
~
()
T

—— Non Telephonic
65 —&— Handset-1 -
L —@— Handset-2
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Number of Mel-Filter Cepsttral Coefficients

Figure 5.17 Effect of increasing number of Mel-Coefficients

C. Effect of Decomposition Levels
As number of decomposition levels is increasedh@&rrinformation from a signal

can be extracted in some cases, but increasing euoflbdevels not only increases
computational complexity but also introduces redumddata which do not contain
any further information. Thus, choosing an appmgrinumber of decomposition
levels has become a significant problem.

Fig. 5.18 shows results for increasing number abdgoosition levels which were
computed up to three levels and experiments shat tighest performance is
achieved on level 1. This is possibly due to thesom that speech signal loses its

characteristics as the decomposition levels areased.
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Figure 5.18 Effect of Decomposition Levels

Effect of Wavelet Type
Wavelet type has also been a part of analyzing.tRisr purpose we have used

Daubechies wavelet i.e. DB1-DB3, Haar, SymletsRisdrete Meyer.
Results show that Symlets has performed betterath mon telephonic and

telephonic speech as shown in Table 1, so we hsed S8ymlets throughout this

technique.
Table 5.2 Effect of changing wavelet type
Wavelet Type Non Handset-1 Handset-2
Telephonic
Db1 95.47 86.41 87.03
Db2 95.94 85.78 85.78
Db3 95.47 84.69 87.19
Haar 95.94 85.47 85.78
Sym7 96.25 85.94 86.88
Discrete 96.09 85.47 86.88
Meyer




e Overall proposed parameters and procedure
These are most likely conditions when it comesgedgker Recognition.

Training:
Training Parameters Values |
Technigue use DWT-MFCC
No. of feature 38order MFCC
Filter Bank for MFCCs 40
DWT-Type Symlets 7
Speaker Modeling K-means, codebook size= 32
Testing:
Testing Parameters VLS
Classifier Minimum Distortior
Procedure:
Voice Activity _| Feature Extraction
Detection ~ DWT-MFCC
Y
Classification .’ Speaker Modeling

(Minimum Distortion) | (K-Means)




5.3.10 Appendix-A: Results

5.3 Effect of Increasing No. of LPCs on DB1-Non Telemimic
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Database | Technique | Number of | Samples | Accuracy File Name
LPC %
DB1-NT Dwt-LPC 8 380 86.58 DBINT_exAll_8lpc.m
DB1-NT Dwt-LPC 10 380 89.47 DBINT_exAll_10lpc.m
DB1-NT Dwt-LPC 12 380 88.42 DBINT_exAll_12lpc.m
DB1-NT Dwt-LPC 14 380 88.16 DBINT_exAll_14lpc.m
DB1-NT Dwt-LPC 16 380 88.42 DB1INT_exAll_16lpc.m
DB1-NT Dwt-LPC 18 380 87.63 DB1INT_exAll_18lpc.m
DB1-NT Dwt-LPC 20 380 88.16 DB1INT_exAll_20lpc.m
DB1-NT Dwt-LPC 22 380 88.16 DBINT_exAll_22Ipc.m
DB1-NT Dwt-LPC 24 380 87.63 DB1INT_exAll_24lpc.m
Table 5.4 Effect of Increasing No. of LPCs on DB2-Non Telépnic
Database | Technique | Number | Samples | Accuracy File Name
of LPC %
DB2-NT Dwt-LPC 8 260 88.46 DB2NT_exAll_8lpc.m
DB2-NT Dwt-LPC 10 260 91.92 DB2NT_exAll_10lpc.m
DB2-NT Dwt-LPC 12 260 91.92 DB2NT_exAll_12Ipc.m
DB2-NT Dwt-LPC 14 260 90.77 DB2NT_exAll_14lpc.m
DB2-NT Dwt-LPC 16 260 91.92 DB2NT_exAll_16lpc.m
DB2-NT Dwt-LPC 18 260 91.15 DB2NT_exAll_18lpc.m
DB2-NT Dwt-LPC 20 260 89.23 DB2NT_exAll_20lpc.m
DB2-NT Dwt-LPC 22 260 90.38 DB2NT_exAll_22Ipc.m
DB2-NT Dwt-LPC 24 260 88.46 DB2NT_exAll_24lpc.m




Table 5.5 Effect of Increasing No. of LPCs on DB2- Tephonic
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Database | Technique No. of LPC | Samples | Accuracy File Name
DB2-H2 DWT-LPC 8 260 77.31 DB2H2_exAll_8lpc.m
DB2-H2 DWT-LPC 10 260 81.15 DB2H2_exAll_10lpc.m
DB2-H2 DWT-LPC 12 260 76.15 DB2H2_exAll_12lpc.m
DB2-H2 DWT-LPC 14 260 75.38 DB2H2_exAll_14lpc.m
DB2-H2 DWT-LPC 16 260 75.0 DB2H2_exAll_16lpc.m
DB2-H2 DWT-LPC 18 260 71.92 DB2H2_exAll_18Ipc.m
DB2-H2 DWT-LPC 20 260 74.23 DB2H2_exAll_20Ipc.m
DB2-H2 DWT-LPC 22 260 70.38 DB2H2_exAll_22Ipc.m
DB2-H2 DWT-LPC 24 260 73.85 DB2H2_exAll_24lpc.m

Table 5.6 Effect of Increasing No. of LPCs on DB2-Telemimic Handset-1

Database | Technique | No.of LPC | Samples | Accuracy File Name
DB2-H1 DWT-LPC 8 260 74.62 DB2H1_exAll_8lpc.m
DB2-H1 DWT-LPC 10 260 74.62 DB2H1_exAll_10lpc.m
DB2-H1 DWT-LPC 12 260 75.77 DB2H1_exAll_12lpc.m
DB2-H1 DWT-LPC 14 260 75.38 DB2H1_exAll_14lpc.m
DB2-H1 DWT-LPC 16 260 73.85 DB2H1_exAll_16lpc.m
DB2-H1 DWT-LPC 18 260 72.69 DB2H1_exAll_18Ipc.m
DB2-H1 DWT-LPC 20 260 73.46 DB2H1_exAll_20lpc.m
DB2-H1 DWT-LPC 22 260 73.85 DB2H1_exAll_22lpc.m
DB2-H1 DWT-LPC 24 260 74.23 DB2H1_exAll_24lpc.m
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Table 5.7 Effect of Increasing No. of MFCCs on DB2-Noifielephonic

Database Technique No. of MFCC Samples Accuracy File Name
DB2-NT DWT-MFCC 10 260 92.82 DB2NT_exAll_10mfcc.m
DB2-NT DWT-MFCC 12 260 94.49 DB2NT_exAll_12mfcc.m
DB2-NT DWT-MFCC 14 260 96.15 DB2NT_exAll_14mfcc.m
DB2-NT DWT-MFCC 16 260 97.95 DB2NT_exAll_16mfcc.m
DB2-NT DWT-MFCC 18 260 98.59 DB2NT_exAll_18mfcc.m
DB2-NT DWT-MFCC 20 260 98.97 DB2NT_exAll_20mfcc.m
DB2-NT DWT-MFCC 22 260 99.74 DB2NT_exAll_22mfcc.m
DB2-NT DWT-MFCC 24 260 99.74 DB2NT_exAll_24mfcc.m
DB2-NT DWT-MFCC 26 260 99.49 DB2NT_exAll_26mfcc.m
DB2-NT DWT-MFCC 28 260 99.36 DB2NT_exAll_28mfcc.m
DB2-NT DWT-MFCC 30 260 99.10 DB2NT_exAll_30mfcc.m
DB2-NT DWT-MFCC 32 260 99.10 DB2NT_exAll_32mfcc.m
DB2-NT DWT-MFCC 34 260 99.23 DB2NT_exAll_34mfcc.m
DB2-NT DWT-MFCC 36 260 99.23 DB2NT_exAll_36mfcc.m
DB2-NT DWT-MFCC 38 260 98.77 DB2NT_exAll_38mfcc.m
DB2-NT DWT-MFCC 40 260 98.77 DB2NT_exAll_40mfcc.m
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Table 5.8 Effect of Increasing No. of MFCCs on DB2-Teldmnic Handset-2

Database Technique No. of MFCC Samples Accuracy File Name
DB2-H1 DWT-MFCC 10 260 89.61 DB2H1_exAll_10mfcc.m
DB2-H1 DWT-MFCC 12 260 93.07 DB2H1_exAll_12mfcc.m
DB2-H1 DWT-MFCC 14 260 8.84 DB2H1_exAll_14mfcc.m
DB2-H1 DWT-MFCC 16 260 92.69 DB2H1_exAll_16mfcc.m
DB2-H1 DWT-MFCC 18 260 93.07 DB2H1_exAll_18mfcc.m
DB2-H1 DWT-MFCC 20 260 89.23 DB2H1_exAll_20mfcc.m
DB2-H1 DWT-MFCC 22 260 91.53 DB2H1_exAll_22mfcc.m
DB2-H1 DWT-MFCC 24 260 89.23 DB2H1_exAll_24mfcc.m
DB2-H1 DWT-MFCC 26 260 89.23 DB2H1_exAll_26mfcc.m
DB2-H1 DWT-MFCC 28 260 90.0 DB2H1_exAll_28mfcc.m
DB2-H1 DWT-MFCC 30 260 90.76 DB2H1_exAll_30mfcc.m
DB2-H1 DWT-MFCC 32 260 90.76 DB2H1_exAll_32mfcc.m
DB2-H1 DWT-MFCC 34 260 90.38 DB2H1_exAll_34mfcc.m
DB2-H1 DWT-MFCC 36 260 93.84 DB2H1_exAll_36mfcc.m
DB2-H1 DWT-MFCC 38 260 90.38 DB2H1_exAll_38mfcc.m
DB2-H1 DWT-MFCC 40 260 90.76 DB2H1_exAll_40mfcc.m
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Table 5.9 Effect of Increasing No. of MFCCs on DB2-Teldmnic Handset-2

Database Technique l:;cf Samples Accuracy File Name
DB2-H2 DWT-MFCC 10 260 91.92 DB2H2_exAll_10mfcc.m
DB2-H2 DWT-MFCC 12 260 90.77 DB2H2_exAll_12mfcc.m
DB2-H2 DWT-MFCC 14 260 90.77 DB2H2_exAll_14mfcc.m
DB2-H2 DWT-MFCC 16 260 93.46 DB2H2_exAll_16mfcc.m
DB2-H2 DWT-MFCC 18 260 91.92 DB2H2_exAll_18mfcc.m
DB2-H2 DWT-MFCC 20 260 93.46 DB2H2_exAll_20mfcc.m
DB2-H2 DWT-MFCC 22 260 92.30 DB2H2_exAll_22mfcc.m
DB2-H2 DWT-MFCC 24 260 92.69 DB2H2_exAll_24mfcc.m
DB2-H2 DWT-MFCC 26 260 92.69 DB2H2_exAll_26mfcc.m
DB2-H2 DWT-MFCC 28 260 92.30 DB2H2_exAll_28mfcc.m
DB2-H2 DWT-MFCC 30 260 93.46 DB2H2_exAll_30mfcc.m
DB2-H2 DWT-MFCC 32 260 90.76 DB2H2_exAll_32mfcc.m
DB2-H2 DWT-MFCC 34 260 94.62 DB2H2_exAll_34mfcc.m
DB2-H2 DWT-MFCC 36 260 03.46 DB2H2_exAll_36mfcc.m
DB2-H2 DWT-MFCC 38 260 93.84 DB2H2_exAll_38mfcc.m
DB2-H2 DWT-MFCC 40 260 92.69 DB2H2_exAll_40mfcc.m

Table 5.10 Comparison of Techniques on DB1-Non Telephani
Database Technique Number of Samples Accuracy File Name
Features
DB1 MFCC 24 380 97.11 DB1INT_exAll_mfcc.m
DB1 Dwt-MFCC 24 380 97.11 DBINT_exAll_dmfcc.m
DB1 DWT-LPCC 12 380 89.47 DBINT_exAll_LPC.m
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Table 5.11 Comparison of Techniques on DB2-Non Telephani

Database Technique No. of Samples Accuracy File Name
Features
DB2 MFCC 24 260 99.23 DB2NT_exAll_mfcc.m
DB2 Dwt-MFCC 24 260 99.74 DB2NT_exAll_dmfcc.m
DB2 DWT-LPCC 12 260 91.92 DB2NT_exAll_LPC.m
Table 5.12 Comparison of Techniques on DB1-Telephonic IHdset-1
No. of
Database Technique Samples Accuracy File Name
Features
DB1-H1 MFCC 36 380 92.11 DB1H1 exAll mfce.m
DB1-H1 Dwt-MFCC 36 380 92.11 DB1H1 exAll dmfec.m
DB1-H1 DWT-LPC 12 380 86.84 DB1H1 exAll LPC.m
Table 5.13 Comparison of Technigques on DB1-Telephonic Hdset-2
No. of
Database Technique Samples Accuracy File Name
Features
DB1-H2 MFCC 36 380 94.74 DB1H2_exAll_mfcc.m
DB1-H2 Dwt-MFCC 36 380 94.74 DB1H2_exAll_dmfcc.m
DB1-H2 DWT-LPC 12 380 92.11 DB1H2_exAll_LPC.m
Table 5.14 Comparison of Techniques on DB2-Telephonic IHdset-1
. No. of
Database Technique Samples Accuracy File Name
Features
DB2-H1 MFCC 36 260 83.08 DB2H1_exAll_mfcc.m
DB2-H1 Dwt-MFCC 36 260 91.54 DB2H1_exAll_dmfcc.m
DB2-H1 DWT-LPCC 12 260 73.86 DB2H1_exAll_LPC.m




Table 5.15 Comparison of Technigues on DB2-Telephonic Hdset-2
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No. of
Database Technique Samples Accuracy File Name
Features
DB2-H2 MFCC 36 260 91.54 DB2H2_exAll_mfcc.m
DB2-H2 Dwt-MFCC 36 260 93.85 DB2H2_exAll_dmfcc.m
DB2-H2 DWT-LPCC 12 260 76.15 DB2H2_exAll_LPC.m
Table 5.16 Comparison of Techniques on DB1-Mismatched Cditions
Database- Technique No. of Samples Accuracy File Name
Train-Test
Features
DB1-NT-H1 Dwt-MFCC 36 380 29.69 DB1_exAll_NTH1.m
DB1-NT-H2 Dwt-MFCC 36 380 40.38 DB1_exAll_NTH2.m
DB1-H2-H1 Dwt-MFCC 36 380 57.37 DB1_exAll_H2H1.m
Table 5.17 Comparison of Techniques on DB2-Mismatched Cditions
Database- Technique No. of Samples Accuracy File Name
Train-Test
Features

DB2-NT-H1 Dwt-MFCC 36 260 25.00 DB2_exAll_NTH1.m
DB2-NT-H2 Dwt-MFCC 36 260 32.38 DB2_exAll_NTH2.m
DB2-H2-H1 Dwt-MFCC 36 260 36.15 DB2_exAll_H2H1.m




Table 5.18 Effect of Decomposition Levels on DB1
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No of DWT- | Wavelet Type | Technique DB1-NonTEL. | File Name
Levels Accuracy
1 Daubechies-3 DWT-MFCC 97.11 DB1_exAll_levl.m
2 Daubechies-3 DWT-MFCC 93.95 DB1_exAll_lev2.m
3 Daubechies-3 DWT-MFCC 91.32 DB1_exAll_lev3.m
4 Daubechies-3 DWT-MFCC 90.26 DB1_exAll_levd.m
5 Daubechies-3 DWT-MFCC 88.95 DB1_exAll_lev5.m
Table 5.19 Effect of Decomposition Levels on DB2
No of DWT- Wavelet Type Technique DB2-NonTEL. File Name
Levels Accuracy
1 Daubechies-3 DWT-MFCC 99.74 DB2_exAll_levl.m
2 Daubechies-3 DWT-MFCC 98.08 DB2_exAll_lev2.m
3 Daubechies-3 DWT-MFCC 96.15 DB2_exAll_lev3.m
4 Daubechies-3 DWT-MFCC 93.08 DB2_exAll_levd.m
5 Daubechies-3 DWT-MFCC 90.77 DB2_exAll_lev5.m
Table 5.20 Effect of Changing Wavelet Type on DB1
Database Technique Wavelet Type Accuracy File Name
DB1-NT DWT-MFCC Daubechies-3 97.11 DB2_exAll_db3.m
DB1-NT DWT-MFCC Daubechies-2 96.84 DB2_exAll_db2.m
DB1-NT DWT-MFCC Daubechies-1 97.11 DB2_exAll_dbl.m
DB1-NT DWT-MFCC Haar 97.11 DB2_exAll_haar.m
DB1-NT DWT-MFCC Symlets 7 97.11 DB2_exAll_sym.m
DB1-NT DWT-MFCC Discrete Meyer 97.37 DB2_exAll_dmey.m
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Table 5.21 Effect of Changing Wavelet Type on DB2

Database Technique Wavelet Type Accuracy File Name
DB2-NT DWT-MFCC Daubechies-3 99.74 DB1_exAll_db3.m
DB2-NT DWT-MFCC Daubechies-2 99.62 DB1_exAll_db2.m
DB2-NT DWT-MFCC Daubechies-1 96.23 DB1_exAll_dbl.m
DB2-NT DWT-MFCC Haar 99.23 DB1_exAll_haar.m
DB2-NT DWT-MFCC Symlets 7 100.0 DB1_exAll_sym.m
DB2-NT DWT-MFCC Discrete Meyer 99.62 DB1_exAll_dmey.m

Table 5.22 Comparison of Techniques on increased NorelEphonic Data

Non Telephonic | Technique Accuracy File Name
(Samples)

640 Dwt-LPC 86.72 exAll_Ipc.m
640 Dwt-MFCC 96.25 exAll_mfcc.m
640 DWT-MFCC-DER-2 | 95.47 exAll_mfccd2.m
640 DWT-MFCC-DER-1 | 95.6: exAll_mfccdl.m

Table 5.23 Comparison of Techniques on increased Teleptio (H1) Data

Telephonic-H1 | Technique Accuracy File Name

640 Dwt-LPC 28.91 exAll_lpc_hl.m
640 Dwt-MFCC 85.31 exAll_mfcc_hl.m
640 DWT-MFCC-DER-2| 86.88 exAll_mfccd2_hl.m
640 DWT-MFCC-DER-1| 82.50 exAll_mfccdl_hl.m

Table 5.24 Comparison of Techniques on increased Teleptio (H2) Data

Telephonic -H2 | Technique Accuracy File Name

640 Dwt-LPC 49.88 exAll_lpc_h2.m
640 Dwt-MFCC 88.4¢ exAll_mfcc_h2.m
640 DWT-MFCC-DER-2| 86.41 exAll_mfccd2_h2.m
640 DWT-MFCC-DER-1| 85.78 exAll_mfccdl_h2.m
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Table 5.25 Effect of Number of MFCCs on increased Nonélephonic Data

Database | Technique | No. of Samples | Accuracy | Filename
MFCCs

Non Tel Dwt-MFCC 10 640 84.38 CDB_exAll_10mfcc.m
Non Tel | Dwt-MFCC 12 640 87.19 CDB_exAll_12mfcc.m
Non Tel Dwt-MFCC 14 640 91.72 CDB _exAll_14mfcc.n

Non Tel Dwt-MFCC 16 640 93.81 CDB _exAll_16mfcc.m
Non Tel Dwt-MFCC 18 640 95.16 CDB _exAll_18mfcc.m
Non Tel Dwt-MFCC 20 640 95.31 CDB _exAll_20mfcc.n

Non Tel Dwt-MFCC 22 640 95.94 CDB _exAll_22mfcc.m
Non Tel Dwt-MFCC 24 640 95.31 CDB _exAll_24mfcc.m
Non Tel Dwt-MFCC 26 640 96.25 CDB _exAll_26mfcc.n

Non Tel Dwt-MFCC 28 640 96.25 CDB _exAll_28mfcc.m
Non Tel Dwt-MFCC 30 640 95.95 CDB _exAll_30mfcc.m
Non Tel Dwt-MFCC 32 640 96.09 CDB _exAll_32mfcc.n

Non Tel Dwt-MFCC 34 640 95.78 CDB _exAll_34mfcc.m
Non Tel Dwt-MFCC 36 640 95.47 CDB _exAll_36mfcc.m
Non Tel Dwt-MFCC 38 640 96.25 CDB _exAll_38mfcc.nr

Non Tel Dwt-MFCC 40 640 95.47 CDB _exAll_40mfcc.m
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5.26 Effect of Number of MFCCs on increased Telephonigil) Data

Database Technique No. of MFCC| Sample§ Accurac Fidame
Handset 1 | DWT-MFCC 10 640 63.28 CDB_exAll_10mfcc.m
Handset 1 | DWT-MFCC 12 640 69.22 CDB_exAll_12mfcc.m
Handset 1 | DWT-MFCC 14 640 72.0¢ CDB _exAll_14mfcc.n
Handset 1 | DWT-MFCC 16 640 75.00 CDB _exAll_16mfcc.m
Handset 1 [ DWT-MFCC 18 640 77.34 CDB _exAll_18mfcc.m
Handset 1 | DWT-MFCC 20 640 80.0(C CDB _exAll_20mfcc.n
Handset 1 | DWT-MFCC 22 640 80.16 CDB _exAll_22mfcc.m
Handset 1 | DWT-MFCC 24 640 81.09 CDB _exAll_24mfcc.m
Handset 1 | DWT-MFCC 26 640 80.7¢ CDB _exAll_26mfcc.n
Handset 1 | DWT-MFCC 28 640 84.22 CDB _exAll_28mfcc.m
Handset 1 [ DWT-MFCC 30 640 83.91 CDB _exAll_30mfcc.m
Handset 1 | DWT-MFCC 32 640 83.1: CDB _exAll_32mfcc.n
Handset 1 | DWT-MFCC 34 640 84.38 CDB _exAll_34mfcc.m
Handset 1 | DWT-MFCC 36 640 85.16 CDB _exAll_36mfcc.m
Handset 1 [ DWT-MFCC 38 640 85.9¢ CDB _exAll_38mfic.m
Handset 1 | DWT-MFCC 40 640 87.19 CDB _exAll_40mfcc.m
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Table 5.27 of Number of MFCCs on increased Telephonic (HBata

Database Technique No. of MFCC| Sample§ Accurac Fidame
Handset 2 | DWT-MFCC 10 640 57.81 CDB_exAll_10mfcc.n
Handset 2 | DWT-MFCC 12 640 64.69 CDB_exAll_12mfcc.m
Handset 2 [ DWT-MFCC 14 640 69.84 CDB _exAll_14mfcc.m
Handset 2 | DWT-MFCC 16 640 73.5¢ CDB _exAll_16mfcc.n
Handset 2 | DWT-MFCC 18 640 77.97 CDB _exAll_18mfcc.m
Handset 2 | DWT-MFCC 20 640 81.09 CDB _exAll_20mfcc.m
Handset 2 | DWT-MFCC 22 640 83.1¢ CDB _exAll_22mfcc.n
Handset 2 | DWT-MFCC 24 640 85.31 CDB _exAll_24mfcc.m
Handset 2 [ DWT-MFCC 26 640 84.53 CDB _exAll_26mfcc.m
Handset 2 | DWT-MFCC 28 640 84.8¢ CDB _exAll_28mfcc.n
Handset 2 | DWT-MFCC 30 640 85.16 CDB _exAll_30mfcc.m
Handset 2 | DWT-MFCC 32 640 86.41 CDB _exAll_32mfcc.m
Handset 2 [ DWT-MFCC 34 640 85.31 CDB _exAll_34mfcc.n
Handset 2 | DWT-MFCC 36 640 84.22 CDB _exAll_36mfcc.m
Handset 2 [ DWT-MFCC 38 640 86.88 CDB _exAll_38mfcc.m
Handset 2 | DWT-MFCC 40 640 85.7¢ CDB _exAll_40mfcc.m
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Table 5.28 Effect of Wavelet Type on Best Technique (W Telephonic)

Database Wavelet No. of MFCCs | Accuracy File name

Type
Non Db1 38 95.47 exAllb_dbl NT.m
Telephonic
Non Db2 38 95.94 exAllb_db2_NT.m
Telephonic
Non Db3 38 95.47 exAllb_db3 _NT.m
Telephonic
Non Haar 38 95.94 exAllb_har_NT.m
Telephonic
Non Sym7 38 96.25 exAllb_sym_ NT.m
Telephonic
Non Dsicrete 38 96.09 exAllo_dm_NT.m
Telephonic Meyer

Table 5.29 Effect of Wavelet Type on Best Technique €lephonic-H1)

Database Wavelet No. of Accuracy Filename

Type MFCCs
Handset 1 Dbl 38 86.41 exAllb_dbl hl.m
Handset 1 Db2 38 85.78 exAllb_db2_hl.m
Handset 1 Db3 38 84.69 exAllb_db3_hl.m
Handset 1 Haar 38 85.47 exAllb_har_hl.m
Handset 1 Sym7 38 85.94 exAllb_sym_h1.m
Handset 1 Discrete 38 85.47 exAllb_dm_h1l.m

Meyer
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Table 5.30 Effect of Wavelet Type on Best Technique élephonic-H2)

Database Wavelet No. of Accuracy Filename
Type MFCCs
Handset 2 Dbl 38 87.03 exAllb_dbl_h2.m
Handset 2 Db2 38 85.78 exAllb_db2_h2.m
Handset 2 Db3 38 87.19 exAllb_db3_h2.m
Handset 2 Haar 38 85.78 exAllb_har_h2.m
Handset 2 Sym7 38 86.88 exAllb_sym_h2.m
Handset 2 Discrete 38 86.88 exAllb_dm_h2.m
Meyer

Table 5.31 Effect of Decomposition Levels on Best Teclguie (Non-Telephonic)

Database Technique Dec. Accuracy Filename
Levels

Non DWT(sym)-MFCC[38] 1 96.25 exAllbD1_NT.m
Telephonic

Non DWT(sym)-MFCCJ[38] 2 89.84 exAllbD2_NT.m
Telephonic

Non DWT(sym-MFCCJ[38] 3 87.6¢ exAllbD3_NT.m
Telephonic

Table 5.32 Effect of Decomposition Level on Best Techpie (Telephonic-H1)

Database Technique Dec. Levels | Accuracy | Filename

Handset-1 | DWT(sym)-MFCCI[38] 1 85.94 exAllbD1_h1l.m
Handset-1 | DWT(sym)-MFCC[38] 2 82.50 exAllbD2_hl.m
Handset-1 | DWT(sym)-MFCC[38] 3 76.25 exAllbD3_h1.m
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5.33 Effect of Decomposition Level on Best Technique €lephonic-H2)

Database Technique Dec. Levels | Accuracy | Filename

Handset-2 | DWT(sym)-MFCC[38] 1 86.88 exAllbD1_h2.m
Handset-2 | DWT(sym)-MFCC[38] 2 86.56 exAllbD2_h2.m
Handset-2 | DWT(sym)-MFCC[38] 3 81.09 exAllbD3_h2.m
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5.3.11 Appendix-B: Graphical User Interface

For a computer human interaction, there exists gh ldemand of graphical user
interface in order to communicate. These graphicalr interfaces take input from
user, perform requested task according to the iapdtproduce the desired output.
This section presents the design and working gblgcal user interface of TAURUS
and its working for speaker recognition systemfveare.

Error! Reference source not found.shows the first window of graphical user
interface for speaker recognition system. It has plvases

1. Enrollment

2. ldentification

Figure B. 1 Main Interface of System

The Enroll button opens another window for Enrolivnand similarly clicking

identify button opens window for identification.

The menu bar contains File, View, and Edit optidfie menu gives users an option
to open the desired window, save and print theltseswiew helps the users see
current database. Similarly Edit option lets therusopy the results or database

information.
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Enrollment
On clicking enrollment menu, a new window opensmmich new speakers can be

enrolled.Error! Reference source not found. shows enrollment phase of GUI.

fame: Age
Snozker I Gensder:
Record Play File Tvpe: |non Telephonic v

iy

Save 1o DB

View DB Update Speaker Save Changes Enter Id:

Figure B. 2 Enrollment Phase

The Enrollment window lets the user enroll a newak@r as well as to make changes
to previous speakers.
New Record:
In this section a new speaker is being enrolledbyn specifying the related
information and files:

* Name of the speaker

» Age of person

» Gender

» ID of the person. (specified by the system admiaiet)
After entering the required information, voice sdenof the speaker is required to
enroll him in. The voice sample can either be réedror saved on the spot or it can

be loaded from pre stored samples. No. of samméeedon how many speech files
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does the new subject needs to be trained Defauttber is 5. This can be seen in
Figure B.3

Another thing that needs to be selected is whereeea to enroll the new speaker,
either in telephonic or non telephonic databasés €an be selected via drop down
menu. Lastly, when “Saved to DB” button is clickede model and information
regarding the speaker is stored at the back end.

After the model is being saved, a confirmation ragssis displayed on the window

stating “Saved to Model”.

i
w [Bnd
i

Speaker iD: 2662 Gender: f

L]

Save to DB Saved (0 Modei

‘ View DB Update Speaker Save Changes Enter Id: ‘

Figure B. 3 New Record of Enrollment phase

Existing Record:

This section allows the user to
* View the speakers in current database
» Update the speaker’s information

» Delete a speaker
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In view and edit section user can view the infoiorabf existing records and he can
also update them. Moreover, on clicking save chantfee record is permanently

saved to the database. Figure B.4 shows the existoord.

File Edit View Graphics Debug Deskbop ‘Window Heln LRI 4
= [ =
CIE L IR Stack BODEH®O
1 — | 3 : T 5 J 5 J = - =
[y e s -
25 ‘m'
20 7
25 ‘m’
23 ‘m'
15 T
17 m'
ey
r
63 [

Figure B. 4 List of Existing Speakers in Database

On Deletion of particular user, ID of that speaksrgiven and it is deleted

permanently as shown in Figure B.5.

B Existing Record

! LY Y 1 84 m__ 8 __
‘ wWiGW UD I Upuais SpTanci

Figure B. 5 Deletion of Existing Records

Identification
In this phase, user can provide a testing fileegithy recording a sample at that time

via microphone or from a telephonic call (that @mected to the system) or the file
can be taken as a stored file saved in a system.
If a new recording is made in this, time of recagdimust be specified. After

specifying the file, the drop down menu should bedito select which identification
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mode this task needs to be performed on i.e. tel@phor non telephonic. ID of
person is specified.

By specifying all the above, lastly “Identify” bott is clicked. On clicking this button
, if the specified ID matches with the voice, “miiéed successfully” is displayed on

Status. This can be seen in Figure B.6.

l [}
|||lj
(X

|||II|‘

Load File: EFinal GUNTesting files for Enrolled\sidra's. wav | Browse |
Specify Id: 2662 SpecifyType: |non-Tel v|

‘ Speaker ID: 2662 ‘
‘ Status: Identified successfully ‘

Figure B. 6 Speaker Identification Phase
If the speaker tries to intrude with random ID, apeaker’s voice is not matched to
any of the speakers, “Enter correct ID” is dispthpa screen. This is shown in Figure
B.7



[IT]

il

Speaker ldentification Test

Load File:

E:Final GUINTesting files for Enrolledisidra’s way

Browse

SpecifyType: M

Speaker ID:

Figure B. 7 Entering incorrect ID

Similarly if the speaker tries to intrude with almet ID that exists in database, but the

voice of intruder doesn’t match the ID’s voice,tgys identifies it as an unsuccessful

attempt as shown in Figure B.8.

Identification

]

S

Specify Id: 6760 Specily¥Typel  non-Tei '~
[ Record Testing file J Time in secs: o
Results
Speaker ID: 2662
Status: Identified incorrectly

Figure B. 8 Entering another user’s ID
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Chapter 6

Conclusion and Future Work

This thesis attempted to study various techniqueganding automatic speaker
recognition and to implement one of them to devedopystem that is efficient and
robust to non telephonic and telephonic data.

The various approaches have been studied as wielipdsmented by the end of this
project. Moreover the best of these techniques been selected to be used for

developing a system.

6.1 Conclusion

In this approach, we have presented wavelet based(dg as efficient feature
set for speaker recognition task. The approach mvasvated by multi resolution
property of wavelets in denoising speech signal MRCCs were used to mimic the
behavior of human ear which emphasizes lower fregjes. Feature set for an
individual speaker is constructed using approxioreifrom wavelet decomposition
and Mel-coefficients.

Recogntion rate achieved is quite good i.e. 96.2%%hon telephonic and 86.77%
for telephonic speech. Moreover for the proposethrigjue, we analyzed to select
best parameters and for PIEAS Speech Database ,FE3CHI based on wavelet type
Symlets 7 and decomposition level 1 have proveh Bé® performance of proposed
method is comparable to approaches for featureaetidn based on wavelet
transform, LPCs and LPCCs as well as to speakeehmgd techniques like VQ.

6.2 Future Directions

A possible future direction would be extending tbiassification to open-set and
using another classification approach than minindistortion. Also, effect of using
wavelet packet transform can also be analyzed. Nhogbrtant, this method can be
improved to make it efficient for mismatched comis, i.e. where the system is
trained on non telephonic data and tested on tetepluata.
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